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Secondary Flow, Turbulent 
Diffusion, and Mixing in Axial-
Flow Compressors 
The relative importance of convection by secondary flows and diffusion by tur­
bulence as mechanisms responsible for mixing in multistage, axial-flow compressors 
has been investigated by using the ethylene tracer-gas technique and hot-wire 
anemometry. The tests were conducted at two loading levels in a large, low-speed, 
four-stage compressor. The experimental results show that considerable cross-
passage and spanwise fluid motion can occur and that both secondary flow and tur­
bulent diffusion can play important roles in the mixing process, depending upon 
location in the compressor and loading level. In the so-called freestream region, tur­
bulent diffusion appeared to be the dominant mixing mechanism. However, near the 
endwalls and along airfoil surfaces at both loading levels, the convective effects 
from secondary flow were of the same order of magnitude as, and in some cases 
greater than, the diffusive effects from turbulence. Calculations of the secondary 
flowfield and mixing coefficients support the experimental findings. 

1.0 Introduction 

The importance of incorporating the effects of mixing into 
flowfield calculations for multistage, axial-flow compressors 
has become increasingly apparent, particularly in light of the 
trend toward higher stage loadings and lower aspect ratios. 
Such compressors tend to have more of their endwall flows 
affecting a larger fraction of the total flow, with the conse­
quence that secondary flow, turbulence, and mixing require 
more careful evaluation. Much important work has been done 
in this area over the years [1-13]. Recently however, two dif­
fering analytical procedures for modeling the mixing in com­
pressors have received a great deal of attention, and a short 
discussion of their main features is relevant to this paper. 

Adkins and Smith [1] have put forward the concept that 
secondary flows are primarily responsible for both the span-
wise mixing of flow properties and the deviation of blade row 
turnings from two-dimensional cascade theory. Their analysis 
is based upon inviscid, small-perturbation, secondary flow 
theory. They model spanwise mixing as a diffusion process, 
determining local values of the mixing coefficient from 
calculated secondary radial velocities. They also calculate 
secondary cross-passage velocities to use in estimating induced 
blade row under/overturning. Their model includes the effects 
of mainstream nonfree vortex flow, endwall boundary layers, 
blade end clearances, blade end shrouding, and blade 
boundary layer and wake centrifugation. It does not incor­
porate any effects of turbulent diffusion. The results of the 
application of their mixing theory in through-flow calcula­
tions were impressive. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 3, 1987. Paper No. 
87-GT-16. 

Gallimore and Cumpsty [2], on the other hand, conclude 
that a random, turbulent type of diffusion process is the domi­
nant mechanism of spanwise mixing and that the physical 
model of spanwise mixing based on deterministic, radial 
secondary flows is "inaccurate" [2] and "invalid" [3]. They 
conclude this from the results of their own experiments using 
two different, multistage, axial-flow compressors in which 
they found comparatively insignificant convection by second­
ary flows. They developed a simple, approximate method for 
estimating the value of the spanwise mixing coefficient in 
terms of stage geometry, loss and flow coefficient. They used 
this method, which does not include any effects of secondary 
flow, to incorporate spanwise mixing into through-flow 
calculations. Their results of modeling the flow for two other 
research compressors [3] were likewise impressive. 

Our paper documents experimental work and analysis 
which show that facets of both mixing models are important 
and should be incorporated into through-flow calculations for 
multistage, axial-flow compressors. 

2.0 Objectives 

There were two primary objectives of this work. The first 
was to determine experimentally the relative importance of 
convection by secondary flows and diffusion by turbulence as 
mechanisms for mixing in multistage, axial-flow compressors. 
The second was to evaluate analytical models describing the 
flowfield, make comparisons with the experimental results, 
and recommend the most appropriate mixing model. 

The following definitions will be helpful. Primary flow is 
defined as the two-dimensional cascade flow that would be 
predicted by a potential flow, blade-to-blade analysis. Sec­
ondary flow is defined as any flow that departs from the 
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primary flow, 
skew. 

This, by definition, includes boundary layer Table 1 Pitchline blading parameters 

Rotor Stator 

3.0 Technical Approach 

The overall technical approach used to achieve the objec­
tives described earlier is presented. 

3.1 Experimental Program. A test program was set up in 
the General Electric Low-Speed Research Compressor (LSRC) 
to measure secondary flowfields and diffusion rates in an im­
bedded stage of a multistage compressor. It was of prime im­
portance to conduct the tests not only with good-quality 
blading, representative of current compressor design practice, 
but also in a facility large enough to make detailed 
measurements. 

The ethylene tracer-gas technique and three-dimensional, 
slanted-hot-wire anemometry were used to measure secondary 
flows, fluid migration, diffusion rates, velocities and tur­
bulence intensities for two loading levels. From these 
measurements the relative importance of secondary flows and 
turbulent diffusion in the mixing process could be determined. 

3.2 Analytical Program. A thorough data-match analysis 
was conducted for the test compressor. The secondary 
flowfield was computed from the Adkins-Smith model and 
compared to the measurements. Mixing coefficients, based on 
both the Adkins-Smith model and the Gallimore-Cumpsty 
model, were also computed and compared with 
measurements. Recommendations for improvements to both 
models are made. 

4.0 Test Vehicle and Apparatus 

4.1 Low-Speed Research Compressor (LSRC). The LSRC 
is an experimental facility that duplicates the essential features 
of a small, high-speed-compressor flowfield in a large, low-
speed machine where very detailed investigations of the flow 
can be made. The facility, which has a constant casing 
diameter of 1.524 m (60.0 in.), is described in [14]. The com­
pressor was set up with four identical stages in order to 

Solidity 
Aspect Ratio 
Chord, cm (in) 
Stagger, Deg. 
Camber, Deg. 
No. of Airfoils 
Axial Spacing, cm (in.) 

1.11 
1.25 
9.12 (3.59) 

49.05 
32.32 

54 
2.79 (1.10) 

1.32 
1.45 
7.90 

20.27 
53.39 

74 

Airflow 

(3.11) 

o Suction Surface 
x Pressure Surface 
A Casing 

C Ethylene Sampling 

Fig. 1 Cross section of compressor test stage 

simulate the repeating stage environment. The third stage was 
the test stage. 

Blading. Typical of modern designs, the compressor had 
high-hub/tip-ratio, low-aspect-ratio, high-solidity blading 
with shrouded stators and inlet guide vanes. The blading was a 
low-speed, aerodynamic model of stages 4-9 of a highly load­
ed, high-reaction, nine-stage HP compressor. A cross section 
showing the geometry of the test stage is given in Fig. 1 and 
blading details are given in Table 1. 

N o m e n c l a t u r e 

a 
C 

c 
F 

h = 
I = 

IP = 

L = 
Ls = 

/ = 

m = 

P 
P 

passage width at blade exit 
percent circumferential stator 
pitch 
chord 
fraction of peak ethylene 
concentration 
concentration of spreading 
ethylene gas 
annulus height 
percent radial immersion 
radial immersion for ethylene 
injection 
normalizing length 
axial stage length 
stator shroud-seal-tooth 
clearance 
mean flow direction in 
ethylene diffusion equation or 
mass flow 
distance normal to axisym-
metric stream surface of the 
main flowfield 
pressure 
fluid property subject to 
mixing 

PS — pressure surface 
q = dynamic head 

SS = suction surface 

<t> 

R 
r 

S = 
TE = 
77 = 
T = 

t = 

U = 
V = 

v' = 
X = 

Z 
e 
i) 

P 

~4r2 + m2 

radial distance or spread of 
ethylene in plane perpendicular 
to mean flow direction 
volume flow rate 
trailing edge 
turbulence intensity 
measured torque minus tare 
torque 
maximum airfoil thickness or 
phase lock increment 
wheel speed 
velocity 
random unsteadiness velocity 
distance normal to primary 
flow streamline and normal to 
n direction 
axial coordinate 
mixing coefficient 
efficiency = \p' /\jj 
density 

* = 

flow coefficient = m/pAU, 
pressure coefficient = 
\t\P/\/2plfi[\ x 

1 / A7-> 

[' - ) 2 7 V P , 

• ( -#- ) ( -£) ' • • • • ] 
work coefficient 
7y(l/2p£4<£) 
loss coefficient 

Subscripts 

C = casing 
H = hub 

/ = instantaneous value 
m = mean direction 
r = radial 

ref = reference 
S = static conditions 
t = tip 

T = total conditions 
z = axial 
0 = circumferential 
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Fig. 2 Overall performance of test compressor 

7 
TfEr 

ATuft 
Probe 

x Hot­
wire 

2D 
Cascade 
(Design Pt.) 

1.4 1.6 1.( 

Normalized Py, Ps 
a) Design Point 

0 5 10 15 20 

Absolute Air Angle, Deg 

1.8 2.0 2.2 " 0 5 10 15 20 

Normalized P j , Ps Absolute Air Angle, Deg 

b) increased Loading 

Fig. 3 Radial variation of total pressure, static pressure, and stator exit 
air angle at (a) design point loading and (b) increased loading, pressure 
normalized by % pUj 

Performance. Overall performance, shown as a four-stage 
average in Fig. 2, is based on measured airflow, measured 
work input (torque and speed), and measured pressure rise. 
Flow coefficient and pressure coefficient are accurate to 
within ±0.15 percent and efficiency is accurate to within 
±0.15 point. Tests were conducted at the two loading levels 
shown in the figure. For the design-point loading, the flow 
coefficient was 0.525, the pressure coefficient was 0.639, and 
the efficiency was 90.2 percent. At increased loading these 
values were 0.458, 0.690, and 89.0 percent, respectively. 
Peformance data were obtained at 850 rpm. The ethylene and 
hot-wire studies were conducted at a reduced value of 600 rpm 

0 so 100 

Stator Pitch, % 

Stator Pitch, % 
b) Increased Loading 

Fig. 4 Contours of constant normalized total pressure at the Stator 3 
exit (plane 4.0), <PT - Plef)m P r e , u f 

so that noise levels would be more tolerable for the researcher 
who spent over 250 hr making measurements very near the 
compressor casing. Tests showed that the difference in 
Reynolds numbers did not affect vector diagram quantities 
and consequently should not affect the conclusions of the 
work. Data were normalized by blade tip speed for 
comparisons. 

Detailed performance for Stator 3 is shown in Figs. 3 and 4. 
The measurements were made using single-element, travers­
ing, total and static pressure probes, boundary layer probes, 
and flow angle probes. The results were circumferentially 
averaged. At the design point (Fig. 3a) the midpassage losses 
are typically lower, with increasing loss near the endwalls. The 
flow is generally well-behaved and the wakes, inferred from 
Fig. 4(a), are relatively thin across the span with no regions of 
large blockage. At increased loading (Fig. 36) loss has in­
creased and a more tip-strong radial distribution of total 
pressure has developed. A substantial thickening of the vane 
wakes from 60-100 percent immersion, with associated in­
creased blockage, is evident in Fig. 4(b). 
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4.2 Ethylene Tracer-Gas Technique. The tracer-gas 
technique is well established, having been used successfully by 
others [2, 12, 13]. It involves introducing trace amounts of a 
nonreacting gas at some point in the flow and then sensing 
spatially varying concentrations of the entrained contaminant 
in a downstream sample plane. For these studies, ethylene was 
used as the tracer because it has nearly the same molecular 
weight as air and is therefore neutrally buoyant. Ethylene was 
injected into the flow using a crooked L-shaped injection 
probe similar to that used by Gallimore [2], whose tests 
showed minimum probe effects. Ethylene was also injected 
through casing and vane-surface static pressure taps. Injection 
rates were held constant at 80 cc/min through the probe and 
60 cc/min through static taps. Increased rates of 120 cc/min 
and decreased rates of 30 cc/min showed no change in 
measured contour shape. Injection and sampling planes are 
shown in Fig. 1. Details of the system are given in [15]. 

Downstream sampling was done with a small, single-
element total pressure probe. Ethylene concentration was 
determined by passing the sample through a flame ionization 
detector capable of sensing concentrations as low as 3-5 ppm. 

4.3 Hot-Wire Anemometry System. Measurements of 
flow velocity (Vz, Ve, Vr) and turbulence intensity were made 
at the inlet and exit of the third stator using a 45 deg, slanted-
hot-wire anemometer system. The output of the anemometer 
was fed into a Kinetic Systems analog-to-digital converter run­
ning at a digitizing rate of 50 kHz. The data were taken using 
the phase-lock-average technique [16] which provided both the 
periodic and random unsteadiness. One-per-blade triggering 
was supplied by a pulse generator responding to a one-per-rev 
pulse from the compressor. Data were taken for the same two 
consecutive rotor blade passages, with each passage divided 
into 100 phase-lock increments. The hot wire was accurately 
calibrated in a nozzle flow. 

The three-dimensional flow velocities were obtained at each 
measurement position as follows. Three angular orientations 
of the hot wire were selected to resolve the velocity vector. For 
each orientation, 300 revolutions of voltage data were taken 
and averaged. The velocity was obtained from these three 
average values by solving the appropriate hybrid, nonlinear 
equations given by Powell [17]. This was done for each of the 
100 phase-lock increments. 

Turbulence intensities were obtained as follows: For each of 
the 100 phase-lock rotor positions, instead of computing the 
average for the 300 sets of data, each of the individual sets was 
reduced to obtain instantaneous velocities Vr Random 
unsteadiness velocities and turbulence intensities were then 
computed from equations (l)-(4). This method provides a 
very repeatable, time-averaged measure of relative turbulence 
level, even though velocity components were not measured 
simultaneously. The tight axial gaps did not allow fully three-
dimensional probes to be used. Although data were also taken 
using the 12-orientation method of [11], they are not being 
reported until sign uncertainties in Reynolds stress terms are 
resolved. 

300 

£ w) 
V(t)-

300 
/= 1,100 

vLU) = VaU)-ViriU) a = r,0,z 

V'(t): Vl 

300 r 

/?(') 

300 

77= 
v'U) 
V(t) 

X100 

(1) 

(2) 

(3) 

(4) 

5.0 Ethylene Tracer-Gas Measurements 

5.1 Technique for Interpreting Ethylene Contours. The 
ethylene tracer-gas results are presented as lines of constant 
ethylene concentration. To aid in understanding these results, 
the techniques for relating ethylene motion and contour shape 
to fluid motion are briefly discussed. The word "core" will 
refer to the region of peak ethylene concentration and the 
word "contour" will refer to all of the isoconcentration lines 
surrounding the core. 

Core Migration. The movement of the core relative to its in­
jection location results from a response to pressure gradients 
as the ethylene becomes entrained in the flow. Thus the core 
will move under the combined effects of primary and sec­
ondary flows. 

Symmetric Contours. An ethylene contour that displays 
nearly circular or symmetric spreading with respect to the core 
axis results primarily from diffusion driven by nearly isotropic 
turbulence [18, 19]. In this case, the tracer-gas contours repre­
sent the time-averaged effects of the turbulence. 

Distorted Contours. A distorted or skewed ethylene contour 
that exhibits marked elongation in one or more directions can 
result from secondary flows, gradients in either velocity 
and/or turbulence intensity in the flow, or all three. In turbine 
component flow Denton and Usui [12] and Moore and Smith 
[13] have observed stretched contours that were a result of 
secondary flows. Skewed contours have also been found in ex­
periments carried out by Skramstad [20] in a turbulent 
boundary layer and by Hinze and Van der Hegge Zijnen [21] 
in the turbulent mixing zone of a planar free jet. In both cases, 
a thin, heated wire produced the contaminant. Their results 
showed skewness in the direction of greater mean velocity. 
Townsend [22] states that skewed distributions are typical in 
flows having strong gradients of turbulence intensity. Corrsin 
and Uberoi [23] postulated that the slightly skewed distribu­
tions they found in a turbulent round jet were due to a lateral 
turbulence gradient. Consequently, care must be exercised in 
deciding which of these causes produces contour distortion in 
the compressor. Transit times associated with mean fluid mo­
tion and turbulence levels are considered in making this 
evaluation. 

5.2 Injection Upstream of Stator. Ethylene was injected 
upstream of the stator at Plane A shown in Fig. 1. Sampling 
was done in the downstream Plane B and the results are 
presented in Figs. 5 and 6. In these figures, the upstream injec­
tion positions are marked in the downstream plane with an X 
and the core positions of the contours found by sampling are 
marked with an O. Each injection-sampling pair is numbered. 
For example in Fig. 5(b), Core 9 was injected at 50 percent 
radial immersion and 53 percent stator pitch at Plane A. Its 
core was found at 50 percent immersion and 43 percent pitch 
in the sampling Plane B. Selected isoconcentration contours 
are shown for only some of the cores. 

The core positions found in the downstream plane are con­
nected with a line. Since the upstream injection was along a 
radial line at specific immersions, any distortion of this line in 
the downstream plane reveals important cross passage and 
radial features of the flow. This is the principal message in 
Fig. 5. The shapes and spacings of the contours reveal the 
magnitudes of secondary flows and turbulent diffusion in the 
stator passage. This is the main message in Fig. 6. 

Evidence of Secondary Flow in Core Migration. The 
evidence for the existence of substantial secondary flow is 
found in core migration at both loading levels. 

Core migration at the design point loading can be seen in 
Fig. 5(a) , especially for the 53 percent pitch injection line. 
Near the casing from 0-20 percent immersion (Cores 1-7), 
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b) Increased Loading 
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Fig. 5 Ethylene core migration lor two loading levels: (a) design point 
and (b) increased loading; injection upstream of Stator 3 at position X, 
sampling downstream of Stator 3 with core location at O; selected con­
tours of min = 5 percent, max = 95 percent, delta = 15 percent 

100 
PS SS 

0 50 100 

Stator Pitch, % 
a) Design Point 

b) Increased Loading 

50 

Stator Pitch, % 

Fig. 6 Ethylene contour spreading for two loading levels: (a) design 
point and (b) increased loading; injection upstream of Stator 3 at posi­
tion X, sampling downstream of Stator 3 with core location at O, con­
tours of min = 20 percent, max = 95 percent, delta = 15 percent 

there is significant underturning as the cores are swept toward 
the pressure surface, revealing substantial cross-passage flow. 
There is also some radially outward flow toward the casing. 
For example, Core 3, which started at 53 percent pitch, has 
ended up at 80 percent pitch and closer to the casing. In the 
midpassage region from 20-80 percent immersion (Cores 
7-11), there is a small amount of overturning as the core loca­
tions, which remain along a radial line, move slightly toward 
the suction surface. However, there is no radial motion in this 
region. Near the hub from 80-100 percent immersion (Cores 
11-14), underturning first occurs as the cores move toward the 
pressure surface, although the effects are not so dramatic as 
those near the casing. Very near the hub at 97 percent immer­
sion, Core 14 shows a marked overturning, probably resulting 
from the secondary flow effects of stator shroud leakage. 

For the other design-point injection line at 3 percent pitch 
(Cores 15-21), suction surface boundary layer growth 
displaces the cores toward the pressure surface of the adjacent 

vane. Cores 15-17 and additional injection Cores 27 and 28 
also show evidence of substantial underturning. The motion 
of Core 15 is particularly significant as the core splits into two 
regions of equal peak concentration. One peak moves cir-
cumferentially about 47 percent stator pitch and the other 
peak moves radially inward along the airfoil surface from 0 to 
12 percent immersion. Cores 16, 27, and 28 show significant 
radially outward flow. 

Core migration at increased loading is more dramatic, as 
seen in Fig. 5(b). Substantial underturning in the endwalls and 
overturning in the midstream was observed, with similar 
descriptive features, albeit enhanced, as discussed for design 
point operation. Near the casing, for example, Core 3 has 
moved from 53 to 93 percent pitch and from 5 to 0 percent im­
mersion, showing a significant amount of cross-passage and 
radially outward spanwise flow. The motion of Core 24 is 
noteworthy. The core originates at 10 percent immersion, 87 
percent pitch and moves to 14 percent immersion, 100 percent 
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Casing 0 

Stator Pitch, % 
Contour 4 (Secondary flow plus turbulent diffusion) 
Contour 25 (Turbulent diffusion alone) 

Fig. 7 Comparison of ethylene Contour 4 of Fig. 6(a) with Contour 25 of 
Fig. 6(b): Both contours have same turbulence intensity 

pitch, giving evidence of secondary flow movement toward the 
pressure surface and radially inward along the stator vane. 

Measurements of stator surface static pressure and wake 
thickness for increased loading, inferred from Fig. 4(b), show 
a thickened wake and increased blockage from 60-100 percent 
immersion, being most pronounced at 85 percent immersion. 
The ethylene contours respond to this increased blockage and 
the inlet skew as Cores 10-13 in Fig. 5(b) underturn and move 
toward the pressure surface. Flow adjustment in the 
midstream has occurred as the location of peak axial velocity 
shifts from 40-60 percent immersion at the design point to 
15-30 percent immersion at increased loading. The motion im­
plied by the other cores is evident in the figure. 

Importantly, cross-passage motion occurs at both loading 
levels all along the span, but spanwise motion occurs only near 
the endwalls and vane edges. There is almost no radial move­
ment of the cores from 20-80 percent immersion. 

Evidence of Turbulent Diffusion. Substantial evidence for 
the existence of turbulent diffusion occurs at both loading 
levels. 

At the design point in Fig. 6(a), the spread of ethylene in a 
nearly circular manner from 20-80 percent immersion is 
strong evidence of only turbulent diffusion in this region. 
However, near the endwalls, although increased turbulent dif­
fusion is present, another mechanism is apparently acting to 
distort the contour shapes. This will be discussed in the next 
section. 

At increased loading in Fig. 6(b), a marked increase in the 
level of turbulent diffusion occurs from 20-100 percent im­
mersion. An increase of the distortion of the contours in the 
endwalls, particularly in the hub region, also occurs, again in­
dicating the presence of an additional mechanism. 

The data of Fig. 6 suggest a spanwise gradient of turbulent 
mixing at design point operation and a more uniform distribu­
tion at increased loading. 

Evidence of Secondary Flow in Distorted Contours. There 
is significant distortion of the ethylene contours in the endwall 
regions at both loading levels in Figs. 5 and 6. The following 
evidence suggests that these distorted contours result from 
gradients in velocity due to secondary flow rather than from 
gradients in turbulence intensity. First, as suggested by data in 
Fig. 6(b) and confirmed by hot-wire data to be shown later, 
turbulence intensities at increased loading are nearly uniform 
from 0 to 80 percent immersion, indicating small gradients; 
yet, large distortions in the ethylene contours are apparent 
near the casing. Secondly, the motion of Cores 3,13, and 24 in 
Fig. 5(b) indicates strong secondary flow. Thirdly, using 
measured average unsteadiness velocities to be shown later, 
one can infer that the fluid-particle transit times for flow 
across the stator are not nearly long enough to account for 
fluid motion from the core to the outermost portion of the 

distorted contour, if that motion resulted only from random 
unsteadiness. 

Contour 4, at both loading levels near the casing in Figs. 5 
and 6, shows significant cross-passage and radial motion as all 
segments of the contour stretch along the casing and bend and 
stretch along the pressure surface of the stator vane, indicating 
radially inward flow in the direction of the arrow. An estimate 
of the relative magnitudes of secondary flow and turbulent 
diffusion can be obtained by comparing Contour 25 at in­
creased loading in Fig. 6(b) with Contour 4 at design point 
loading in Fig. 6(a). This comparison is made in Fig. 7. Both 
of these contours will be shown later to be influenced by near­
ly the same level of turbulence intensity. However, Contour 25 
of Fig. 6(b) spreads by turbulent diffusion only and Contour 4 
of Fig. 6(a) spreads by the combined effects of secondary flow 
and turbulent diffusion. It can be seen that turbulent diffusion 
accounts for only about 35-40 percent of the total spreading 
of the contour, the rest being attributed to secondary flow 
effects. 

Contour 16, at both loading levels, confirms the strong 
crossflow toward the pressure surface near the casing. It also 
suggests radially inward flow along the suction surface of the 
vane. 

Although near the casing only complete Contours 4 and 16 
are presented in Fig. 6, all of the complete isoconcentration 
contours from 0-20 percent immersion (Contours 1-6, 15-17, 
24, and 28) show this same secondary flow pattern, with the 
effect being quite intense from 0-10 percent immersion and 
diminishing by 20 percent immersion. Additional complete 
contours are presented in the appendix. 

Near the hub, Contours 13 and 26 in Fig. 6(a, b) show 
cross-passage secondary flow toward the pressure surface and 
radially outward flow toward midstream, as indicated by the 
arrow. Very near the hub (96-100 percent immersion), Con­
tour 13 in Fig. 6(b) shows cross-passage flow toward the suc­
tion surface with the Core showing radially inward flow. In 
the midstream, small pitchwise distortions of the contour 
shapes correlate with the previously described small tendency 
toward overturning. 

Negative Loss Near Casing. The calculation of negative 
stator loss coefficients from measured data would, at first 
glance, imply a violation of the second law of ther­
modynamics, since the downstream total pressure would have 
to be higher than the upstream value in a vane row in which no 
work was input. However, negative loss coefficients for this 
stator are found near the casing as seen in the levels of total 
pressure from 0-4 percent immersion in Fig. 3(a, b). Similar 
findings are reported in [24]. One explanation is that sec­
ondary flows near the casing transport higher levels of total 
pressure radially outward as the flow proceeds through the 
vane row, thus raising the level of downstream total pressure 
very near the casing to a value higher than it would have other­
wise been. This is exemplified by the radial motion of Core 3 
from 5 to 0 percent immersion in Fig. 5(b). 

5.3 Injection Through Static Pressure Taps on Stator Sur­
faces. Ethylene was injected into the boundary layer of the 
stator through static pressure taps at the positions shown in 
Fig. 1. Some of the concentration data acquired in the stator 
exit plane are displayed in Fig. 8 for nominal stator shroud-
seal clearance and in Fig. 9 for increased clearance. All of the 
contours show the influence of turbulent diffusion, although 
the extent of the boundary layer tends to limit the size of the 
mixing zones. The contours near the endwalls also show the 
influence of secondary flow. 

Nominal Leakage. Isoconcentration contours for 2.5 per­
cent chord injection, nominal seal leakage, and design point 
operation are shown in Fig. 8(a) . At 10 percent immersion, 
ethylene Core 29 is pressed tightly against the pressure surface 
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Stator Pitch, % 

a) Design Point 
2.5% chord injection 

Stator Pitch, % 

b) Increased loading 
2.5% chord injection 

0 50 
Stator Pitch, % 

c) Increased loading 
70% c PS injection 
80% c SS injection 

Fig. 8 Ethylene contours for vane surface injection at 10, 50, and 95 
percent radial immersion, sampling at vane trailing edge; l/h = 0.78 per­
cent, contours of min = 5 percent, max = 95 percent, delta = 15 
percent 

- 5 0 150 0 50 100 

Stator Pitch, % 
a) Design Point b) Increased Loading 

Fig. 9 Ethylene contours for vane surface injection at 95 percent im­
mersion, increased stator shroud leakage, l/h = 1.56 percent; injection 
at 2.5 percent chord, sampling at vane trailing edge, contours of min = 
5 percent, max = 95 percent, delta = 15 percent 

in response to the cross-passage flow seen in Fig. 5(a), while 
Core 30 shifts away from the suction surface probably in 
response to a thickened boundary layer and underturning. 
Furthermore, the stretching of Contours 29 and 30 along the 
vane surface suggests radially inward secondary flow, while 
the stretching of Contour 30 near the casing wall reflects cross-
passage motion and underturning. At midspan, the nearly 
symmetric spreading of Contours 31 and 32 and the absence of 
core shifts suggest turbulent diffusion and no secondary flow. 
Near the hub, Cores 33 and 34 shift radially outward as they 
travel along both sides of the vane, probably in response to a 
thickening of the hub wall boundary layer and, for Core 34, 
the effects of overturning very near the hub. This overturning 
is seen in the stretching of Contour 33 toward the suction sur­
face very near the hub. All of these trends are consistent with 
those discussed previously for Figs. 5(a) and 6(a). For near 
trailing edge injection, both Cores 30TE and 33TE in Fig. 
8(a) show radially inward flow. 

At increased loading, several effects are amplified as sec­
ondary flows increase. For 2.5 percent chord injection near 
the casing (Fig. 8b), the dramatic, radially inward shift of 
Core 35 from 10 to 17 percent immersion and the radially 
inward stretching of Contour 36 near the vane suction surface 

a) Spreading across Rotor 4, X = Stator 3 suction surface at 80% 
chord, O = downstream of Rotor 4 at Plane C 

b) Spreading across Rotor 4, X = Stator 3 suction surface at 80% 
chord, 0 = downstream of Rotor 4 at Plane C 

-X -O-

| 2 0 -

£ c) Spreading across Rotor 3, X = casing at 25% Rotor 3 chord, 
0 = downstream of Rotor 3 at Plane 3.5 

0 50 1°° 
Stator Pitch, % 

d) Spreading across Stator 3, X = casing upstream of Stator 3 at 
Plane 3.5, 0 = downstream of Stator 3 at Plane B 

Fig. 10 Ethylene contour spreading showing enhancement of cir­
cumferential spreading and mixing by action of the rotor, X = injection 
location, O = sampling plane (ref. Fig. 1) 

suggest strong inward secondary flows. Near the wall, cross-
passage stretching of Contour 36 also suggests underturning. 
The midspan Core 38 moves radially out, probably in response 
to the thickened vane boundary layer from 60-100 percent im­
mersion seen in Fig. 4(b). Near the hub, Core 39 shifts radially 
inward in response to stronger secondary flows along the vane 
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a) Design Point 
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b) Increased Loading 

Fig. 11 Secondary flow velocity vectors from hot-wire measurements 
at Stator 3 exit (plane 4.0) 

edges. The core and contours are also pushed toward the 
pressure surface as a result of the blockage and increased 
cross-passage flow seen in Fig. 5(b). Very near the hub, 
pressure surface Contour 39 shows strong overturning in the 
direction of the arrow. On the suction surface, Core 40 moves 
significantly further from the vane surface than Core 34 did, 
in response to the much thicker boundary layer and wake. It 
also moves radially out, probably because of the effects of 
overturning very near the hub. 

For near-trailing-edge injection at increased loading, Fig. 
8(c), radially inward flow is seen for all pressure surface Cores 
41, 43, and 45 and suction surface Core 42. Cores 44 and 46 
move radially out for the reasons described above. 

Increased Leakage. Isoconcentration contours for increased 
stator-shroud-seal leakage are shown in Figs. 9(a, b) for the 

20 

40 

60 

eo 

100 

.'•'''JCs' 
1 it i r 
i l 
\\ 
\\ 

•^A 

Adkins-Smith 
i Hot-WIre 

j&W 

Alncreased 
Load 

a 60 

E 

5100 
8 12 0 4 8 12 

Vfj/Ui, % Vr/Ut, % 
a) Average Circumferential Velocity b) Maximum Radial Velocity in 

at Stator 3 Exit Rotor 3 Suction Surface Wake 

i A 

i A 

c) Peak Radial Velocity in Stator 3 
Wake 

Vr/Ut, % 
d) Average Radial Velocity 

Outside Wake at Stator 3 
Exit 

Fig. 12 Secondary flow velocities shown as a percent of rotor tip 
speed, V0 positive in direction of rotation, Vr positive radially outward 
toward casing 

two loading levels. Comparing design-point Contour 47 on the 
pressure surface in Fig. 9(a) with contour 33 in Fig. 8(a) shows 
enhanced overturning very near the hub wall at increased 
leakage. A similar comparison of Contours 49 and 39 for in­
creased loading also shows stronger overturning very near the 
hub. Note that Core 50 remains very close to the suction sur­
face compared to Core 40 in Fig. 8(b), indicating that in­
creased leakage relieves the thickened vane boundary layers 
found at nominal leakage. 

5.4 Injection Across the Rotor Passage. The action of the 
rotor in the mixing of the stator wake fluid was investigated by 
injecting ethylene through the suction surface static pressure 
tap of Stator 3 at 50 percent immersion and 80 percent chord 
and sampling downstream of rotor 4. The results are shown in 
Fig. 10(a, b) for the two loading levels. Note that Contour 52 
in Fig. 10(b) results from the action of the rotor on Contour 
44 in Fig. 8(c). Cores 51 and 52 and their contours remain 
distinguishable at the rotor exit, but the wake fluid is stretched 
and spread circumferentially across one stator passage with 
almost no radial shift of the core. Although the spanwise 
spreading appears to be greater for Contours 51 and 52 than it 
does for Contour 9 in Figs. 5(a, b), respectively, the diffusion 
rate is about the same. The difference appears because the ax­
ial distance from the injection point to the sampling plane is 
longer across the rotor, allowing more time for diffusion. 

Apparently the low-momentum stator wake fluid and the 
end wall fluid, which were convected radially by secondary 
flow, are spread circumferentially across the passage by the 
action of the rotor. The spanwise mixing process is then com­
pleted by the action of turbulent diffusion. This whole process 
can take place without any radial shift of fluid cores in the 
midpassage region. Of course it is recognized that wakes can 
persist for many blade rows and it is not suggested that com­
plete mixing occurs across one blade row. 

Ethylene was also injected through casing static pressure 
taps upstream of the rotor and at 25 and 50 percent chord 
locations in the rotor passage, as seen in Fig. 1. A typical 
result for 25 percent chord injection, with sampling 
downstream of the stator, is shown in Fig. 10(d). The 
significantly increased circumferential sweeping caused by the 
rotor action compared to that of the stator is very apparent in 
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the figure. The radial spreading of the contours in Fig. 10(c) 
is also enhanced by the action of the tip clearance vortex. 

5.5 Summary of Tracer Gas Results. The experimental 
results from the ethylene tracer gas studies show that con­
siderable cross-passage and spanwise fluid motion can occur 
in a core compressor and that both secondary flow and tur­
bulent diffusion can play important roles in the mixing 
process. In the midpassage region, turbulent diffusion ap­
peared to be the dominant mixing mechanism. However, near 
the endwalls and along airfoil surfaces, the convective effects 
from secondary flow were of the same order of magnitude as, 
and in some cases greater than, the diffusive effects from tur­
bulence. The evidence suggests that, in addition to being 
mixed by turbulent diffusion, the low-momentum fluid in the 
endwall is transported radially along the stator vane edges by 
secondary flow. The passing rotor then chops, turns, and 
transports this low-momentum fluid, spreading it cir-
cumferentially across the stator passage. The spanwise mixing 
process is then completed by turbulent diffusion. 

The question arises, however, as to why some of these 
results differ from those of Gallimore and Cumpsty in which, 
having found comparatively insignificant spanwise convection 
by secondary flow in both of their Compressors A and B [2, 
26], they conclude that the model of spanwise mixing by 
secondary flows is "inaccurate" [2] and"invalid" [3]. Several 
answers are possible. One is that, because the magnitude of 
secondary flow is configuration dependent, there was simply 
very little secondary flow in either Compressor A or B. 
However, further thought suggests additional possible 
answers. Compressor B, described in [26], had a very low peak 
efficiency of 76 percent, high endwall loadings, and untwisted 
blades. These features of this compressor would imply thick 
wakes and boundary layers which would generate high tur­
bulent mixing that could dominate the flowfield. This is not 
typical of well-designed compressors operating at the design 
point. It should also be noted that the secondary flow model 
of Adkins and Smith was developed for design-point opera­
tion. Compressor A, described in [3, 26], is a different story. 
Although its efficiency of 86 percent is still somewhat low, its 
ethylene contours are different from those of Compressor B. 
In fact the contours from Compressor A show striking 
similarities to those of the present study, suggesting the 
presence of both secondary flow and turbulent diffusion in 
Compressor A. This can be seen by comparing the contours 
from the work of Gallimore and Cumpsty (Fig. 8 of [2]) with 
contours at similar locations from the present study (Contours 
16, 9, 25, and 26 in Fig. 6a and Contour 54 in Fig. 10c?). 
However additional data for Compressor A would be needed 
to give a definitive answer to the question asked above and 
determine whether contours showing strong secondary flow, 
like Contour 4 in Fig. 5(a) of the present study, are also 
present in Compressor A. 

6.0 Hot-Wire Measurements 

The three-dimensional measurements of the velocities 
upstream and downstream of the third stator were made using 
the hot-wire system described previously. Flow angles, shown 
in Fig. 3(a, b), and velocities compare favorably with values 
obtained from tuft probe and pressure measurements. 

6.1 Secondary Flowfield. The secondary flowfield 
downstream of the stator was obtained from the three-
dimensional hot-wire measurements by rotating these 
measurements onto a Trefftz-type plane, where the angle of 
rotation at each immersion was the two-dimensional cascade 
air angle obtained from a potential flow analysis. The results 
are shown in Figs. 11 and 12 for the two loading levels. The 
primary cascade flow at each measuring location appears as a 
dot in Fig. 11, indicating through-flow velocity coming out of 

the page toward the reader. The secondary flow appears as an 
arrow. The radially outward flow angles near the casing ap­
pear large in Fig. 11 because only secondary velocities are 
shown. Average radial flow angles, computed from the com­
plete three-dimensional vectors are 8.4, 5.0, and 2.9 deg at 5, 
10, and 20 percent immersion at the design point and 12.1, 
6.0, and 3.9 deg at increased loading. 

Design Point. At the design point in Figs. 11(a) and 12, 
cross-passage velocities toward the pressure surface and radial 
velocities toward the casing were found from 0-20 percent im­
mersion. This is consistent with the core migration and under-
turning observed with the tracer gas near the casing in Fig. 
5(a). At 10 percent immersion and 95 percent stator pitch, the 
arrow labeled " 4 " in Fig. 11(a) indicates radially inward flow 
consistent with the distorted Contour 4 in Fig. 5(a). In the 
vane wake, large, radially inward velocities were measured. 
However, because hot-wire orientation and calibration limits 
of the system were exceeded in this region, there are significant 
reservations about the magnitude of these wake velocities. 
Therefore they are "dotted" vectors in Fig. 11. The direction 
of the wake flow is correct and consistent with a mass flow 
balance in the casing region. 

Elsewhere, a very small amount of overturning was seen at 
midspan and some underturning was seen at 90 percent im­
mersion, but in general, these were small compared to those 
observed near the casing. No significant radial flow was found 
from 30-80 percent immersion, which is consistent with the 
results shown in Fig. 5(a). 

Since phase-lock averaging was used, the velocities within 
the rotor suction-side wake could be determined. The radial 
components of these velocities, presented in Fig. 12(b), show 
radially outward flow of the order of 5-8 percent of the rotor 
tip speed at all spanwise locations, indicating rotor wake 
centrifugation. 

Increased Loading. At increased loading in Figs. 11(6) and 
12, the secondary-flow velocities increase, with higher cross-
passage and radially outward velocities near the casing and 
large radially inward velocities in the vane wake. At 80 and 90 
percent immersion, increased underturning is seen, but at 95 
percent immersion overturning is present. Radial velocities in 
the midspan region were minimal except in the wake. This is 
consistent with the core motions shown in Fig. 5(b). Vectors 
labeled 4 and 13 in Fig. 11(b) are consistent with the distortion 
toward midspan of Contours 4 and 13 in Fig. 6(b). 

6.2 Turbulence Intensity. Measurements of turbulence in­
tensity in the endwall and midstream regions were made ahead 
of and behind Stator 3. The results for two adjacent rotor 
passages are presented in Fig. 13. Being phase-lock averaged, 
these measurements also show the variation in level of random 
unsteadiness as the rotor wakes pass fixed locations relative to 
the stator. For reference, the turbulence intensity of the flow 
entering the compressor ahead of the IGV's was 2.6 percent. 
Two different types of flowfields were observed depending on 
loading levels. The details are presented in the following. 

Design Point. At the design-point loading in Fig. 13(a, b), a 
midstream region of lower turbulence intensity can be clearly 
distinguished from the endwall regions of higher intensities. 
Upstream at 50 percent immersion in Fig. 13(a), turbulence in­
tensity levels of 5-6 percent over 90 percent of the blade pass­
ing time were measured, with levels increasing as the rotor 
wake passed. Downstream in Fig. \3(b), turbulence levels out­
side the wake at 50 percent immersion increased slightly, 
partly as a result of decreased mean velocity levels. 

The turbulence levels described above for the midstream are 
easily distinguished from the levels in the endwalls, particu­
larly in the downstream plane, Fig. 13(6). In the endwalls, tur­
bulence levels increased to 18-22 percent over the blade pass-
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F ig. 13 Phase-lock averaged, turbulence intensity measurements for 
Stator 3, / is percent immersion, C is percent stator pitch 

Table 2 Average random unsteadiness velocities at the Stator 3 exit 
plane shown as percent of rotor tip speed 200 
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Table 3 Ratio of turbulence levels for design-point Contour 4 to those 
for increased-loading Contour 25 (ref. Fig. 7) 
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ing time. Near the casing, these higher levels are associated 
with tip clearance effects, endwall boundary layers, etc. Near 
the hub, there were no tip clearance effects since the stators 
were shrouded, but there were shroud leakage, rotor wake dif­
fusion, endwall boundary layers and flow separation off of 
the shroud trailing edge (see Fig. 1). The intense rotor hub 
wake is clear in Fig. 13(a). 

The average unsteadiness velocities (v'z, vj,, and v'r) are 

o 
(/) 
s 
DC 

o 
X 

Immersion, % 

Fig. 14 Radial variation of total unsteadiness at Stator 3 exit 

shown in Table 2{A). Interestingly, at each immersion and cir­
cumferential position, the average unsteadiness velocities are 
nearly equal, v'z ~ v'6 « v'r. This is indicative of nearly 
isotropic turbulence and explains why many of the contours in 
Figs. 5 and 6 are nearly circular. This also supports the conclu­
sion that secondary flow, not turbulent diffusion, is primarily 
responsible for the contour distortions near the endwalls in 
Figs. 5 and 6. In the 2.7 ms it takes the fluid to travel across 
the stator, the fluid in the endwall region could diffuse radially 
and circumferentially about 1.25 cm (0.5 in.), based on the 
velocities in Table 2(A). This would account for only 35-40 
percent of the spreading of Contour 4 in Fig. 5. 

The spanwise and circumferential differences in levels of 
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Table 4 Spanwise secondary velocities from Adkins-Smith model. 
Velocities on pressure side of stator outside the wake shown as percent 
of rotor tip speed, Stator 3 exit, V, positive radially out toward casing. 

Imm 10 5 10 20 30 50 70 80 90 100 
~Vr I 0 - 4 . 3 - 9 . 1 -10 .3 - 6 . 2 - 1 . 3 Z5 4~1 3l3 6" 

random unsteadiness were also estimated qualitatively by 
using a single-element, straight hot-wire probe. This probe 
was rotated until maximum output was achieved. Figure 14 
presents rms voltages, indicative of average unsteadiness 
velocities including rotor wakes. Clearly the region from 
30-70 percent immersion is easily distinguished from the end-
wall region, thus giving merit, for engineering purposes, to the 
concept of a so-called circumferential average, free-stream 
region bounded by end wall boundary layers. These lower 
levels were observed at all circumferential locations except 
near the vane edges where the levels increased. This is in con­
trast to the results presented by Gallimore and Cumpsty in [2] 
but is consistent with the spanwide differences in the spread of 
ethylene contours in Fig. 6(a). 

Increased Loading. At increased loading downstream of the 
stator in Fig. 13 (d), a more uniformly high level of turbulence 
intensity was observed across the whole span, as described in 
[2], with little distinction between the midstream and endwall 
regions. The uniformly high level of unsteadiness velocities all 
across the span is also shown qualitatively in Fig. 14. These 
findings are consistent with the contour spreads in Fig. 6(b) 
and indicate behavior similar to what was described by 
Gallimore and Cumpsty [2] as being typical of multistage, 
axial-flow compressors. 

It will be recalled that the comparison in Fig. 7 provides an 
estimate of the relative contribution of secondary flow and 
turbulent diffusion in causing distortions in ethylene contours. 
This comparison relied on the fact that design-point Contour 4 
of Fig. 6(a) was influenced by nearly the same average level of 
turbulence intensity as increased-loading Contour 25 in Fig. 
6(b). Data to support this are shown in Table 3. In this table, 
turbulence levels covering the major expanse of Contour 4 are 
shown normalized by the levels at the location of Contour 25. 
The average ratio of 1.03 indicates the nearly equal levels of 
turbulence intensities for these two regions. 

The same conclusion regarding the isotropic nature of the 
unsteadiness velocities (v'z ~ v£ = v'r) can be drawn from 
Table 2(B) at increased loading as was drawn at the design 
point. In particular the unsteadiness velocities in the first three 
rows of Table 2(B) were taken at the radial and circumferen­
tial locations covering the major expanse of Contour 4 in Fig. 
5(b). Their nearly equal levels support the conclusion that 
secondary flow, not turbulent diffusion, is primarily responsi­
ble for contour distortion. 

6.3 Summary of Hot-Wire Results. The experimental 
results from the hot-wire measurements are consistent with the 
results of the tracer gas studies and show that a secondary 
flowfield with considerable cross-passage and spanwise fluid 
motion can occur in an HP compressor. Radially inward 
velocities were found along the vane edges which would 
transport the low-momentum fluid near the casing toward 
midspan. Radially outward velocities were found in the rotor 
wakes, indicating wake centrifugation. Also the spanwise 
distribution of the level of turbulence intensity depended upon 
loading. At the design point, the midstream unsteadiness level 
was distinctly lower than that near the endwalls. At increased 
loading, the unsteadiness level was uniformly high across the 
span, with the midstream level nearly indistinguishable from 
the endwall level. 
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7.0 Secondary Flow and Mixing Analysis 

An axisymmetric analysis was conducted to obtain a com­
plete description of the flowfield in the test compressor. It in­
cluded calculations of the secondary flow and mixing 
coefficients. 

7.1 Analysis Procedure. The analysis method of Adkins 
and Smith [25, 1] was applied to the test compressor operating 
at the design point. In the five years since [1] was published, 
application of the method to additional data sets has led to the 
refinement of some of the empirical constants in the model, 
and these have been incorporated in the present analysis. 

The exit air angles of the primary flow used in the analysis 
differed from those calculated with a potential flow, cascade 
analysis by an amount that ranged over the span from 2.2 to 
0.3 deg for the rotors and from 2.2 to 1 deg for the stators. 
These departures from potential flow, along with a blockage 
coefficient of 0.945, were necessary to match measured overall 
pressure rise and airflow at the test speed. The departure 
angles were reduced smoothly from tip to hub in a manner 
which led to excellent agreement between calculated and 
measured radial distributions of circumferential-average total 
pressure, static pressure, flow angle and loss coefficient, with 
agreement comparable to that shown in [1], 

7.2 Cross-Passage and Radial Velocities. The circum­
ferential-average, cross-passage secondary velocities Ve, com­
puted from the model in [1], are shown in Fig. 12(a) to be in 
reasonable agreement with the values measured by the hot 
wire at the design point. 

The spanwise secondary velocities on the pressure side of 
the stator outside the wake were computed from the model in 
[1]. These velocities, shown in Table 4, indicate radially in­
ward flow along the pressure surface in the outer portion of 
the annulus and radially outward flow in the inner portion. 
These directions are consistent with the results in Figs. 6, 8, 
and 11. 

The maximum values of radial velocities in the rotor wake 
as computed from the wake centrifugation model in [1] are 
compared in Fig. 12(6) to those measured by phase-lock 
averaging with the hot wire. In the midspan region, the overall 
agreement is good. In the endwalls, the model underpredicts 
the velocities. 

7.3 Under/Overturning. For the compressor designer, one 
of the most important aspects of the secondary flow analysis is 
the calculation of blade-row under/underturning. This critical 
item, which has been largely overlooked in some discussions 
of the correct mixing model, is important because it guides the 
designer in setting the blading. The radial variation in 
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under/overturning, predicted by the model in [1], is in quite 
good agreement with those values inferred from the ethylene 
tracer-gas studies and from the tuft probe measurements (two-
dimensional cascade angle minus measured angle), as seen in 
Fig. 15. The method for estimating under/overturning from 
the tracer-gas studies is given in [15]. 

In general, the Adkins-Smith model predicted the sec­
ondary flowfield reasonably well. 

7.4 Mixing Coefficients. The spanwise mixing in [1] is 
modeled as a diffusion process, where the mixing coefficient e 
is related to the calculated spanwise secondary velocities. The 
mixing equation is of the form 

dP d2P 
(5) dZ 

where 

a Jo 

dn2 

K_ dx 

The radial distribution of this suitably normalized mixing 
coefficient computed from the model in [1] is shown in Fig. 
16. The value of the normalized mixing coefficient is high near 
the casing and lower near the midspan, with an overall average 
value for the entire compressor 2.57 X 10"3 . Comparisons 
with other mixing coefficients will be made later. 

8.0 Turbulent Diffusion and Mixing Coefficients 

As discussed earlier, the presence of turbulent diffusion is 
seen everywhere in the compressor flowfield. This was 
established by both ethylene spreads and hot-wire 
measurements. In this section, methods are presented for 
estimating the mixing coefficients resulting from turbulent dif­
fusion as seen in the ethylene spreads and from measured loss 
coefficients using the method described in [2]. 

8.1 Hinze Model for Mixing. Estimates of mixing coeffi­
cients e that would produce the observed ethylene spreads can 
be obtained by assuming that the tracer gas diffuses from a 
point source in a uniform flow, with the diffusion velocity be­
ing normal to the mean flow direction. Hinze [18] gives the 
equation for the concentration G of the spreading gas as 

G = ̂ eXp[-V'"{R-m)/2e] (6) 

where the peak concentration occurs along the meanflow axis. 
It is shown in [2] that the amount of the spread of ethylene r 
can be estimated from equation (6) as 

" [ < • 

Equation (7) was used to estimate the radial variation of 
mixing coefficients from the observed ethylene spreads for 
Contours 1 through 14 in Fig. 5(a). The value of /• for the 
ethylene contours was taken as the distance from the core to 
the 20 percent contour. For nearly circular contours, r was 
taken along the radial direction to get spanwise mixing effects. 
For distorted contours, the minimum distance from the core 
to the 20 percent contour was taken, since it is thought that 
this distance is most representative of the contribution of tur­
bulent diffusion to mixing. This conclusion is based on the 
findings described in Fig. 7. The mixing coefficients are 
presented in Fig. 16 and will be discussed later. 

8.2 Gallimore Cumpsty Model. An approximate method 
for calculating the mixing coefficient for a multistage com­
pressor was developed in [2] and is expressed as 

At r2o>(t/Ls)~<l/3 

V,L, 
V2u(t/Ls)l 

L 3d,2 J 
(8) 

where 

A--
Y u' v 

VmL L 
I n F (7) 

Equation (8), which gives an overall stage-average value of the 
mixing coefficient, was used with the airfoil thickness /, 
measured loss coefficient o>, flow coefficient d>, and values of 
A from [2, 26], to compute the mixing coefficient for the test 
compressor. A value of 1.75 x 10~3 was computed for design 
point operation. Since mixing was found to be uniform across 
the span in [2, 26], this value of 1.75 x 10~3 is assumed con­
stant radially [27]. The result is presented in Fig. 16. 

9.0 Mixing Discussion 

As stated in the introduction, this paper documents ex­
perimental work and analysis which show that mixing from 
both secondary flow and turbulent diffusion is important and 
should be included in through-flow calculations for the mixing 
coefficients shown in Fig. 16. 

Since the Adkins-Smith model [1] was used in a data-match 
mode and certain constants were adjusted to give agreement 
with measured data, the model is assumed to give an estimate 
of the levels and radial distribution of overall mixing coeffi­
cient required for a good date match. However, Adkins and 
Smith attribute all of this mixing to secondary flow and it is 
clear from Fig. 16 that not all of it should be. There is an 
underlying level of mixing by turbulent diffusion seen across 
the whole span. The amount of mixing which should be at­
tributed to secondary flow can be obtained by subtracting the 
ethylene tracer-gas (turbulent diffusion) mixing coefficients 
from the Adkins-Smith values, both of which are shown in the 
figure. This subtraction shows that, near the casing from 0-30 
percent immersion, secondary flow should contribute more 
than turbulent diffusion as supported by discussions 
associated with Figs. 5-7. In the midstream from 30-70 per­
cent immersion, secondary flow should contribute very little 
to the spanwise mixing as supported by the shape of Contour 9 
in Fig. 6(a) and by the lack of any measured radial velocity 
from the hot-wire studies. Near the hub, some mixing by 
secondary flow is again needed. 

On the other hand, the level of mixing predicted by the 
Gallimore-Cumpsty model [2] and shown in Fig. 16 gives a 
good estimate of the mixing by turbulent diffusion in the 
midspan region as seen by comparing it with the levels ob­
tained by the tracer-gas studies. However, in the endwalls 
especially near the casing, the model underpredicts both the 
measured mixing by turbulent diffusion and that attributed to 
secondary flow. 

It is apparent from both [1] and [2] that incorporating any 
reasonable level of mixing into a through-flow calculation im-
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proves things. However, our data show that to model the flow 
more realistically, the Adkins-Smith mixing coefficient in 
equation (5) needs to be modified by adding the contribution 
of turbulent diffusion and re-evaluating the empirical con­
stants in the model to reduce the effects of secondary flow to 
again achieve good data matches. On the other hand, 
Gallimore and Cumpsty need to add a secondary flow con­
tribution to their mixing coefficient shown in equation (8). 

10.0 Conclusions 

The following conclusions are drawn from the results of the 
ethylene tracer-gas studies, hot-wire measurements and data-
match/mixing analyses for this multistage compressor study. 

• Both secondary flow and turbulent diffusion were found 
to play important roles in the mixing process. This is in con­
trast to the conclusions of [2] in which the dominant 
mechanism causing spanwise mixing in multistage com­
pressors was found to be a random, turbulent-type diffusion. 

• Considerable cross-passage and spanwise fluid motion 
can occur in a compressor. Near the endwall and along airfoil 
surfaces, the convective mixing effects of secondary flow were 
of the same order of magnitude as, and in some cases greater 
than, the diffusive effects from turbulence. 

• Outside the vane wake, spanwise motion transported 
fluid from the endwalls toward midspan along vane surfaces. 

9 Inside the vane wake, flow moved radially inward. 
• Flow was centrifuged radially outward in the rotor 

suction-side wake. 
• Turbulent diffusion effects were found everywhere. In 

the so-called freestream region, turbulent diffusion appeared 
to be the dominant mixing mechanism. 

• Secondary flow and turbulent diffusion increase with 
compressor loading. The relative importance of the two 
should be configuration dependent. 

• The appropriateness and accuracy of modeling the flow 
in multistage compressors as a so-called circumferential-
average free-stream region bounded by two endwall boundary 
layers apparently depends upon loading level and design 
parameters. At the design-point loading, the midstream tur­
bulence level was distinctly lower than levels near the end-
walls, giving merit to the model. Levels of mixing varied 
radially. This is in exception to the conclusions of Gallimore 
and Cumpsty [2], At increased loading, the midstream region 
was indistinguishable from the endwall regions, indicating the 
inappropriateness of the model. This is in agreement with the 
conclusions in [2]. 

• For more realistic models of the mixing process, the 
Adkins-Smith secondary flow mixing model [1] should be 
modified to incorporate the effects of turbulent diffusion and 
the Gallimore-Cumpsty diffusion mixing model [2] should be 
modified to incorporate the effects of secondary flow. 

9 The evidence suggests the following mixing process. In 
addition to being mixed by turbulent diffusion, the low-
momentum fluid in the endwalls is convected radially by 
secondary flow. The passing rotor then chops, turns, and 
transports both this convected fluid and the wake fluid, 
spreading them circumferentially. The mixing process is then 
completed by turbulent diffusion. Similarly low-momentum 
fluid is convected radially outward in the rotor suction-side 
wake and is chopped by the next stator. This whole process 
can take place without any radial shift of fluid cores in the 
midpassage region and helps explain the existence of the 
repeating stage condition. 
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A P P E N D I X 

Some additional ethylene contours are presented in Figs. 17 
and 18 to provide a more complete picture of the secondary 
flow and turbulent diffusion occurring near the casing 
endwall. 
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Fig. 17 Ethylene contours at various immersions for two loading 
levels: (a) design point and (b) increased loading; injection upstream of 
Stator 3 near midpitch at position "X", sampling downstream of Stator 3 
with core location at " 0 " ; contours of min = 5 percent, max = 95 per­
cent, delta = 15 percent 
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Fig. 18 Ethylene contours at various immersions tor two loading 
levels: (a) design point and (b) increased loading; injection upstream of 
Stator 3 near the leading edge at position "X", sampling downstream of 
Stator 3 with core location at "O" ; contours of min = 5 percent, max = 
95 percent, delta = 15 percent 
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Fig. A1 Cranfield four-stage compressor: injection upstream of Stator 3; sampling 
downstream of Stator 3; 90, 70, 50, 30, 10, and 5 percent contours 

D I S C U S S I O N 

S. J. Gallimore1 and N. A. Cumpsty2 

Note. The following discussion was written on the paper cir­
culated prior to the oral presentation at the 32nd International 
Gas Turbine Conference and Exhibit in Anaheim, June 1987. 
The discussion was made available to the authors in time for 
them to respond to the comments made. The paper as 
presented was modified to take account of some of the sugges­
tions made and this is true of the paper to appear in the jour­
nal as well. To some extent, therefore, our discussion has been 
superseded by the paper which now appears. For completeness 
it seems more appropriate to submit the original discussion, 
modified only where we wish to change the emphasis, and 
allow the evidence of the paper to show where the alterations 
have taken place. 

The authors are to be congratulated on a fine piece of work 
and an excellent paper. Their research represents a very 
thorough investigation into mixing and secondary flow in 
multistage axial flow compressors and provides us with many 
valuable data. We do, however, have some reservations about 
the interpretation of the data and these are set out below. 

In reference [2] of the present paper we presented evidence 
of the mixing of ethylene in two compressors. Contours for 
the better compressor, Compressor A, were presented but for 
convenience they are reproduced again here as Fig. Al . The 
similarity between this and Fig. 6 of the paper is very striking. 
As noted by Wisler et al. the efficiency of Compressor A was 
not very high at the time when the ethylene tests were carried 
out, about 86 percent. It should also be noted that the design 
point results of Wisler et al. were taken at higher flow than for 
peak efficiency and that at their increased loading condition 
the conclusions at which they arrive regarding turbulence level 
across the span are similar to those we came to using Com­
pressor A. 

The authors have used the measurement of ethylene concen­
tration contours to infer the relative importance of secondary 
flow and turbulent mixing. In discussing their ideas we will 
concentrate on the results obtained near the pressure surface 
and the outer casing, since this is where the effects were 
largest. The problem arises from the differences in interpreta­
tion based on looking at the core of the ethylene contours and 
at the shape of the contours. The contours for test 4 shown in 

1 Rolls-Royce Limited, Derby, United Kingdom. 
Whittle Laboratory, 

Kingdom. 
University of Cambridge, Cambridge, United 

Figs. 5(a) and 5(b) and also Figs. 6(a) and 6(b) show con­
siderable distortion of the contour with a distortion radially 
inward near the pressure surface for the low concentration 
contour. The arrows drawn in the figures and the discussion 
emphasize the authors' conclusion that this distortion is 
predominantly the result of secondary flow. What is very 
noticeable, however, is that the core of contour 4 has moved 
very little in the radial direction; what radial motion there has 
been is in the radially outward direction, the opposite sense to 
the arrows drawn on the figure. For test 24 with injection near 
the pressure surface-casing corner there is no radial movement 
of the core at design point and a small movement from 10 to 
14 percent immersion at the operating point with increased 
loading. Because the injection for test 24 was close to the 
pressure surface this is a key observation. 

One would certainly expect to see the secondary flow 
reflected in the movement of the core, since the secondary 
flow will bring about a convection of the entire concentration 
field, and one does see this in the circumferential movement 
for many of the tests, but in every case with no more than a 
small radial movement. We also showed [2] that there was 
significant circumferential transport by secondary flow but 
very little in the radial direction. The large arrows in Figs. 5 
and 6 are, we believe, very misleading indeed, for the radial 
component of the secondary flow is small. It follows that its 
contribution to the radial mixing by the mechanism proposed 
by Adkins and Smith must likewise be small. 

If the secondary flow is not producing the radial distortion 
of the ethylene contours for tests such as number 4 shown in 
Figs. 5 and 6 some other explanation must be offered. We 
believe that the authors have provided just such evidence in 
their test number 29, shown in Fig. 8(a), in which ethylene was 
injected from a tapping on the stator pressure surface at 2.5 
percent chord. The core of the contours measured 
downstream has hardly moved radially from the 10 percent 
immersion point at which it was injected. The radial spread of 
the contours very close to the surface is very pronounced, be­
ing much greater than that in the circumferential direction, 
and the radial spreading is similar in both the radially inward 
and outward directions. The absence of a radial shift and of 
any very pronounced asymmetry of the contours indicates that 
some mechanism other than convection by radial secondary 
flow is responsible for the pattern. For injection at the same 
position but at the increased loading, test 35 shown in Fig. 
8(b), the entire pattern is shifted radially inward by about 3 
percent of span, and this movement can be realistically at­
tributed to radial secondary flow. The extensive radial spread 
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Fig. A1 Cranfield four-stage compressor: injection upstream of Stator 3; sampling 
downstream of Stator 3; 90, 70, 50, 30, 10, and 5 percent contours 
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Note. The following discussion was written on the paper cir­
culated prior to the oral presentation at the 32nd International 
Gas Turbine Conference and Exhibit in Anaheim, June 1987. 
The discussion was made available to the authors in time for 
them to respond to the comments made. The paper as 
presented was modified to take account of some of the sugges­
tions made and this is true of the paper to appear in the jour­
nal as well. To some extent, therefore, our discussion has been 
superseded by the paper which now appears. For completeness 
it seems more appropriate to submit the original discussion, 
modified only where we wish to change the emphasis, and 
allow the evidence of the paper to show where the alterations 
have taken place. 

The authors are to be congratulated on a fine piece of work 
and an excellent paper. Their research represents a very 
thorough investigation into mixing and secondary flow in 
multistage axial flow compressors and provides us with many 
valuable data. We do, however, have some reservations about 
the interpretation of the data and these are set out below. 

In reference [2] of the present paper we presented evidence 
of the mixing of ethylene in two compressors. Contours for 
the better compressor, Compressor A, were presented but for 
convenience they are reproduced again here as Fig. Al . The 
similarity between this and Fig. 6 of the paper is very striking. 
As noted by Wisler et al. the efficiency of Compressor A was 
not very high at the time when the ethylene tests were carried 
out, about 86 percent. It should also be noted that the design 
point results of Wisler et al. were taken at higher flow than for 
peak efficiency and that at their increased loading condition 
the conclusions at which they arrive regarding turbulence level 
across the span are similar to those we came to using Com­
pressor A. 

The authors have used the measurement of ethylene concen­
tration contours to infer the relative importance of secondary 
flow and turbulent mixing. In discussing their ideas we will 
concentrate on the results obtained near the pressure surface 
and the outer casing, since this is where the effects were 
largest. The problem arises from the differences in interpreta­
tion based on looking at the core of the ethylene contours and 
at the shape of the contours. The contours for test 4 shown in 

1 Rolls-Royce Limited, Derby, United Kingdom. 
Whittle Laboratory, 

Kingdom. 
University of Cambridge, Cambridge, United 

Figs. 5(a) and 5(b) and also Figs. 6(a) and 6(b) show con­
siderable distortion of the contour with a distortion radially 
inward near the pressure surface for the low concentration 
contour. The arrows drawn in the figures and the discussion 
emphasize the authors' conclusion that this distortion is 
predominantly the result of secondary flow. What is very 
noticeable, however, is that the core of contour 4 has moved 
very little in the radial direction; what radial motion there has 
been is in the radially outward direction, the opposite sense to 
the arrows drawn on the figure. For test 24 with injection near 
the pressure surface-casing corner there is no radial movement 
of the core at design point and a small movement from 10 to 
14 percent immersion at the operating point with increased 
loading. Because the injection for test 24 was close to the 
pressure surface this is a key observation. 

One would certainly expect to see the secondary flow 
reflected in the movement of the core, since the secondary 
flow will bring about a convection of the entire concentration 
field, and one does see this in the circumferential movement 
for many of the tests, but in every case with no more than a 
small radial movement. We also showed [2] that there was 
significant circumferential transport by secondary flow but 
very little in the radial direction. The large arrows in Figs. 5 
and 6 are, we believe, very misleading indeed, for the radial 
component of the secondary flow is small. It follows that its 
contribution to the radial mixing by the mechanism proposed 
by Adkins and Smith must likewise be small. 

If the secondary flow is not producing the radial distortion 
of the ethylene contours for tests such as number 4 shown in 
Figs. 5 and 6 some other explanation must be offered. We 
believe that the authors have provided just such evidence in 
their test number 29, shown in Fig. 8(a), in which ethylene was 
injected from a tapping on the stator pressure surface at 2.5 
percent chord. The core of the contours measured 
downstream has hardly moved radially from the 10 percent 
immersion point at which it was injected. The radial spread of 
the contours very close to the surface is very pronounced, be­
ing much greater than that in the circumferential direction, 
and the radial spreading is similar in both the radially inward 
and outward directions. The absence of a radial shift and of 
any very pronounced asymmetry of the contours indicates that 
some mechanism other than convection by radial secondary 
flow is responsible for the pattern. For injection at the same 
position but at the increased loading, test 35 shown in Fig. 
8(b), the entire pattern is shifted radially inward by about 3 
percent of span, and this movement can be realistically at­
tributed to radial secondary flow. The extensive radial spread 
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of the contours in tests 29 and 35 must be attributed to locally 
anisotropic turbulence with larger components in the radial 
direction than the circumferential. The comparison shown in 
Fig. 7 is probably very misleading because it compares cases 
with different, but unknown, levels of turbulence anisotropy. 

The anisotropy suggested by the ethylene test 29 is not 
reflected in the unsteady velocities measured with a hot wire 
and presented in Table 2(A) which, as the authors rightly point 
out, indicate very nearly isotropic turbulence. The anisotropy 
is probably occurring very near to the blade surface so that it 
could not be measured by the hot wire. The spread of ethylene 
seen for test 4 in Fig 6(a) is explainable as a circumferential 
spreading near the casing (partly turbulent but with a signifi­
cant secondary flow contribution) followed by increased 
radial spreading by turbulence close to the blade surface. The 
ethylene spreads shown by the contours are the integrated ef­
fect through the whole blade passage and cannot be inferred 
only from the velocity or turbulence quantities measured 
downstream of the trailing edge. 

Contours for test 4 show that very near to the casing there is 
a marked circumferential spreading in the direction away from 
the pressure surface whereas the core has moved toward the 
pressure surface. The measured velocities in Fig. 11 show that 
the secondary flow near the casing is toward the pressure sur­
face. We believe that this is further evidence of local 
anisotropy, this time in the immediate vicinity of the casing 
wall with the larger component of turbulence being in the cir­
cumferential direction. The effect again probably occurred 
too close to the wall to be measured with the hot wire. 

Figure 11 shows the secondary velocities measured 
downstream of the stator deduced from hot-wire 
measurements. This shows very high radial velocities in the 
wake region; at only 5 percent in from the casing wall the 
radial velocity is about 50 percent of the free-stream velocity. 
This seems somewhat improbable. We would be interested to 
know what checks were made in order to verify that the slant 
hot wire is valid in the very steep velocity gradients which 
would be found in the wake region. If the measurement of 
mean velocity is inaccurate does it mean that the turbulence 
measurements are also suspect in this region? 

The radially inward velocities measured at 10 percent im­
mersion near the pressure surface appear very similar to the 
design and increased loading conditions, Figs. 11(a) and 11(6). 
This would seem to be inconsistent with the lack of movement 
of the core at the design flow (test 24 in Fig. 5(a) and test 29 in 
Fig. 8(a)) and the radially inward movement at the increased 
loading (test 24 in Fig. 5(b) and test 35 in Fig. 8(b)). Would the 
authors care to comment on this? 

The authors used the method of Adkins and Smith in a 
data-match mode to analyze their experimental results. Figure 
15 shows excellent agreement between predicted and measured 
flow exit angles from stator 3. This combined with the 
reported good agreement with total and static measurements 
implies that the secondary flow effect on the under/overturn­
ing has been predicted well. There are, however, some points 
that it would be useful to have clarified. The Adkins and 
Smith model of mixing relies on calculation of radial second­
ary velocities, some deduced from consideration of radial flow 
in the blade boundary layer and some derived from the 
calculated cross passage (i.e., circumferential) flows. Figure 
15 shows that the cross passage flows have been well predicted 
but it does not follow the radial velocities deduced from them 
are also correct. Considering results of prediction of radial 
secondary velocities for Compressor B of [2], kindly provided 
for us by Dr. L. H. Smith, we concluded that the radial com­
ponents were overestimated, even though the match with 
measurement of other variables in the flow was good. It would 
therefore shed some light and perhaps clarify the importance 
of the secondary flow to radial mixing if the authors would 
provide a picture of the predicted secondary flow field for 
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Fig. A2 Effect of mixing level on calculated exit total temperature pro­
files for lower aspect ratio compressor 3S1 

comparison with the measurements given in Fig. 11 of their 
paper. (This also assumes that some confirmation can be given 
or obtained that the radial velocities measured and shown in 
Fig. 11, in particular in the wake close to the casing, are 
correct.) 

The calculation of exit total pressure profiles in a 
throughflow method is affected by several inputs. In par­
ticular the input loss distribution and spanwise mixing interact 
to provide the apparent outlet loss profile across a blade row. 
This is even true if the loss is derived from measurements 
upstream and downstream of a blade row; there is no unique 
combination of loss and mixing. This is illustrated by the fact 
that for some cases the measured outlet pressure profiles can 
be predicted satisfactorily by throughflow methods with and 
without mixing included, but with different input loss 
distributions. It is therefore necessary to consider the mixing 
level and the spanwise loss distribution together. Would the 
authors indicate how they tackled this problem in using the 
Adkins and Smith method for Figs. 14, 15, and 16? 

In [3] one of us (SJG) showed that the results predicted by a 
throughflow method were not very sensitive to the level of 
mixing used; it was very important to include some mixing but 
altering the level produced surprisingly little alteration. The 
relevant figure from [3] is reproduced here as Fig. A2 and 
from this it can be seen that with only 36 percent of the level of 
mixing assumed to be correct the predicted temperature pro­
file is sufficiently close to the measured value to be considered 
satisfactory. (This is one reason that we chose to take the level 
of mixing as constant across the span since it simplifies the 
prediction of mixing level and its inclusion in a progam 
without any obvious loss in accuracy.) The corollary to this in-
sensitivity to the level of mixing is that using the data-match 
method to infer the level of mixing from measured profiles of 
stagnation pressure and temperature is unlikely to be accurate. 
In light of this we would suggest that mixing levels shown in 
Fig. 16 derived from the Adkins and Smith method in data-
match mode may not represent either the true level of mixing 
or the true spanwise mixing profile. We would expect there to 
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be increased mixing near the hub and casing just as the 
measurements of the present authors show. 

Conclusions 

1 The authors are to be congratulated on an excellent piece 
of research. 

2 The evidence they show for the shifts in the positions of 
the core of the ethylene contours indicates that radial second­
ary flows are small. On their evidence the radial secondary 
flow cannot be contributing significantly to the radial mixing. 

3 Close to the blades the mixing seems to be anisotropic 
with larger radial components than circumferential. (Very 
close to the casing the mixing is also anisotropic but with the 
circumferential component dominant.) The hot-wire 
measurements would not have been close enough to the sur­
faces to be able to detect this. 

4 The contours for test 4 shown in Fig. 6(a) are explainable 
in terms of the nearly isotropic mixing a small distance out 
from the solid surfaces and anisotropic mixing very close to 
the surfaces. The authors attribute this feature to deterministic 
secondary flow near the pressure surface of the blade although 
there is little evidence of such motion from the ethylene tests 
with injection on the blade, Fig. 8, or from the measurements 
of secondary velocities where the radial component seems to 
be most pronounced on the suction surface. 

5 The radial velocities measured in the wake near the outer 
casing seem to be rather high and we suspect that the hot-wire 
measurements could be in error because of the high shear in 
that region. We would like to hear the authors' comments on 
this. 

6 The use of the Adkins and Smith method to infer the mix­
ing level is unsatisfactory because of the demonstrated insen-
sitivity of the calculated pressure profiles, etc., to the mixing 
level and also because other influential inputs such as blade 
loss are required in the implementation of the method. We 
would like to have the authors' comments on this and some 
clarification on how they input the loss distributions to the 
program. 

Addendum to Discussion 

We would like to supplement the original discussion with 
the following comments: 

The revised paper includes a comment dealing with conclu­
sion number 5 about large radial velocities in the wake region. 

The appendix shows contour 15 splitting to give one core 
moving radially and another circumferentially, which clarifies 
the author's arguments in favor of substantial contributions to 
mixing by radial secondary flow. We do not dispute the ex­
istence of radial components of secondary flow and we 
welcome any clarification that the authors can provide. What 
we believe is that the radial secondary flows are generally 
small and are restricted to localized regions near the blade-
surface endwall corners. This is reflected by the fact that only 
contour 15 shows significant radial motion of the core at the 
design point while contours 16, 17, 18, and 30 show no 
substantial movement of the core, although they are very close 
to where it was seen for contour 15. 

We also believe that the prediction method used 
overestimates the magnitude of the radial components of 
secondary flow (as was confirmed orally by Dr. L. H. Smith at 
the meeting) and that the overwhelming contribution to the 
radial mixing is from a random process, which for brevity we 
called turbulent diffusion. In this connection we hope that the 
authors will address our conclusion number 6. 

We suggested that anisotropy of turbulence is relevant and 
hard to measure in a compressor with a hot wire. The 
anisotropy of turbulence close to the surface is well 
documented in the literature of boundary layers; it is usual for 
the turbulent velocities to be substantially larger in directions 

parallel to the surface than normal to it. As remarked in our 
discussion, we believe that this can provide an important con­
tribution to the distortion of the measured contours, such as 
those in Fig. 8 as well as contour 4, and we hope that the 
authors will address this point. We also hope that they will ex­
plain the absence of any substantial radial movement of the 
cores of contours 29 and 30 when, by the arguments advanced 
on the basis of contour 15, one would expect such movement. 

L. H. Smith, Jr.3 

I would like to thank my colleagues at General Electric and 
Professor Okiishi for the depth of the research presented in 
this paper. 

When Adkins and I chose to represent the three-
dimensional motions in an embedded blade row with linear­
ized inviscid secondary flow models [1], we knew that these 
could not possibly account for all the important features of 
the real flow. We were pleasantly surprised when our method 
was found to match quite nicely the overturning, underturning 
characteristics of the circumferential-average flow as shown in 
our paper and again in the present paper, and use of our 
analysis is now commonplace in the design and development 
of compressors at GE. 

Until recently there have been few data available on span-
wise fluid motions with which to judge the accuracy of our ap­
proximations in that regard. The ethylene tracer-gas core loca­
tion measurements given in the present paper indicate that the 
symmetric cellular flow pattern of our linearized inviscid 
secondary flow model is very much distorted and the spanwise 
velocities are generally lower than calculated, at least in a 
multistage compressor stator row. The measurements also 
show that turbulent diffusion plays a major role in mixing, 
which should surprise no one. But the origin and magnitude of 
the turbulence then come into question. It is suggested by this 
discusser that the secondary flows calculated by Adkins and 
Smith, while not always correct in detail, do spring from 
phenomena that are bound to agitate the flow and cause tur­
bulent mixing, and that these agitations should be more or less 
proportional to the strengths of the secondary flows 
calculated. With this view it doesn't really matter much how 
the mixing is divided between secondary flow convection and 
turbulent diffusion; the end result is the same, and that end 
result has been found to be a satisfactory representation of the 
circumferential-average properties of the flow. 

C. Weber4 

The authors have shown, beyond any reasonable doubt, 
that aerodynamic mixing in a blade row of an axial com­
pressor is due to the combined effects of secondary flow (i.e., 
deviations from the flow field as would be given by a two-
dimensional blade-to-blade potential flow analysis) and of tur­
bulent diffusion. For this I believe they deserve our hearty 
congratulations. Their paper makes it very clear that the ex­
perimental activities required to show this constitute a task of 
very major proportions. I do have one question concerning the 
analytical method described in the paper and an alternative to 
it. A little background information leading up to my question 
follows. 

The analytical method the authors used to model the mixing 
3 Aircraft Engine Business Group, General Electric Company, Cincinnati, 

OH 45215. 

The Elliott Company, Compressor Development Engineering, 62-3, Jean-
nette, PA 15644. 

Journal of Turbomachinery OCTOBER 1987, Vol. 109/471 

Downloaded 01 Jun 2010 to 171.66.16.57. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



was based largely on that given by Adkins and Smith [1]. Of 
course, they recommend, " . . .the Adkins-Smith mixing coef­
ficient be modified by adding the contribution of turbulent 
diffusion and re-evaluate the empirical constants in the model 
to reduce the effects of secondary flow to again achieve good 
data matches." There is an alternative method for calculating 
more directly the combined effects of secondary flow and tur­
bulent diffusion; two examples of papers that illustrate the 
method are the reference by Hah [Wl] and the reference by 
Rhie [W2]. Both of these papers contain a figure that is iden­
tical in spirit to the authors' Fig. 11 (but for a stationary tur­
bine cascade rather than for an axial compressor blade row). 
The Adkins-Smith approach is, most certainly, based on a 
great deal of empiricism. In contrast, the approach via com­
putational fluid dynamics (CFD) exemplified by [Wl, W2] is 
much more direct with far less empiricism (it still has some em­
piricism in it, though; for example, in the turbulence model). 
On the other hand, the CFD approach requires far more com­
putation time; thus each method has its advantages and its 
disadvantages. 

My question is this: Based on their experience with the 
Adkins-Smith type of model for mixing, can the authors com­
ment on the relative merits of continuing work on the develop­
ment of models like that of Adkins-Smith versus the three-
dimensional CFD type of model? Should work continue on 
Adkins-Smith type models, or should we devote all resources 
to CFD type models, or should we continue to develop both? 
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B. R. Vittal5 and A. K. Sehra6 

The authors of this paper are to be congratulated for a very 
good piece of work concerning the mixing process in 
multistage axial compressors. Experimental results presented 
in this paper are not only useful for better understanding of 
the secondary flow, turbulence, and mixing phenomena but 
also provide benchmark data for developing and validating 
the mixing models. This work is of vital importance to com­
pressor designers. 

The basic question addressed in this paper is whether it is 
secondary flow or turbulent diffusion that is the key element 
in the spanwise mixing process. Adkins and Smith [1] initially 
postulated the mixing process as an inviscid phenomena 
resulting from the convection of fluid properties by secondary 
velocity field. Gallimore and Cumpsty [2], based on their ex­
perimental investigation, concluded that this is not valid and 
that the mixing is due to diffusion resulting from random, 
high-intensity turbulence. The authors of this paper, using an 
experimental procedure similar to that of [2], have now come 
to the conclusion that both secondary flow and turbulent dif­
fusion play important roles in the mixing process. 

Before presenting our observations/comments on the work 
presented in this paper, we would like to mention, in addition 
to the above question, several other questions that need to be 
addressed for modeling the mixing phenomenon in multistage 
axial compressors. These include: (1) How accurately can we 
predict the secondary flows in a multistage compressor; (2) 

5 Development Engineer, Advanced Compressors, Allison Gas Turbine 
Division. 

Supervisor, Advanced Compressors, Allison Gas Turbine Division. 

what phenomena are responsible for generating the high level 
of turbulence (or superturbulence) observed in multistage 
compressors; and (3) is it necessary to accurately model sec­
ondary flows and turbulent diffusion for predicting the mixing 
effect on the spanwise redistribution of temperature and 
pressure? 

Our experience with endwall boundary layer/secondary 
flow calculations indicates that the predicted boundary layer 
thickness and associated deviation angles, downstream of the 
front stage, are considerably different from the experimental 
measurements. This discrepancy becomes more pronounced in 
the case of highly loaded, nonrepeating stages. In our view, 
the current endwall boundary layer and secondary flow 
models are not able to predict the secondary flow field in a 
multistage compressor accurately. Furthermore, computing 
secondary flows due to various phenomena, patching them, 
and then tracing the fluid properties is a rather cumbersome 
task. This is not ideally suited for the typically large number of 
iterations required for establishing stagewise and spanwise 
work distributions. 

As far as the generation of the superturbulence is con­
cerned, we feel that the chopping of the wakes (generated by 
the upstream blade row) is one of the phenomena responsible 
for it. Secondary flows, due to tip clearance and endwall 
boundary layers, are the other candidate phenomena that can 
play an important role in generating the high level of turbulent 
intensity observed in multistage axial compressors. This also 
implies that the superturbulence, generated by any or all of the 
above phenomena, is perhaps the final process that causes 
spanwise mixing. Having said this, we would like to present 
the following observations in support of this hypothesis: 

• Through the stator passage, Figs. 5 and 6 do show 
substantial core migration in the endwall regions of the flow; 
but these core migrations are primarily restricted to the 
crossflow direction. In fact, these figures seem to suggest that 
the fluid particle is not really able to move from the endwall 
region to the midspan, or vice versa. A possible explanation is 
that the onset of the crossflow causes a substantial increase in 
the turbulent diffusion leading to the spanwise mixing. The 
mixing model presented in [1] is based on the assumption of 
physical motion of the fluid particle in the spanwise direction 
and is, therefore, not consistent with the experimental obser­
vations presented in this paper. 

8 In the rotor passage, as shown in Fig. 10, the secondary 
flows do not seem to be playing a dominant role in spanwise 
mixing because the rotor chops the incoming wakes and 
distributes them circumferentially. The spanwise mixing pro­
cess is then completed by turbulent diffusion. Again this sug­
gests (although the onset of the mixing process is initiated by 
wake chopping) the final process responsible for spanwise 
mixing is the turbulent diffusion. 

9 The authors have inferred from the turbulent intensity 
levels shown in Fig. 13 that the secondary flows are making a 
substantial contribution to the spanwise mixing. This is not as 
clear to us. The turbulent intensity levels are different at hub, 
midspan, and tip regions at stator 3 inlet for both the design 
point condition as well as for increased loading. Even at the 
stator 3 exit, in the case of a design point run, there exists a 
spanwise gradient of turbulent intensity. Only for the in­
creased loading case, at the exit of the stator, is there no ap­
preciable gradient. This suggests that the skewed contours at 
the endwalls may very well be due to nonuniform gradients in 
turbulent intensity. 

• The authors have tried to show that there is a fair amount 
of difference between the mixing coefficients calculated based 
on turbulent diffusion and secondary flows, with the model of 
[1] showing better agreement with test values than that of [2]. 
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We are not able to comment on this figure since the exact 
details of the input used for computing mixing coefficient with 
the model of [1] are not very clear from this paper. A better 
comparison on the validity of these models could have been 
made if the authors had presented the spanwise distribution of 
temperature instead of mixing coefficient. Gallimore and 
Cumpsty have shown that the absolute level of mixing coeffi­
cient used in the throughflow calculation is not critical. It 
would have been interesting if the authors had presented addi­
tional results comparing the two models on different 
multistage compressors. 

Based on the above observations we feel that although 
secondary flows play an important role in initiating the span-
wise mixing process, the turbulent diffusion is the dominant 
process that causes the transport of energy and momentum in 
the spanwise direction. We also feel that Gallimore's pro­
cedure [3] for modeling the spanwise mixing is more suitable 
for integration with throughflow analysis. 

We would again like to congratulate the authors for this 
valuable contribution for improving the understanding of the 
mixing phenomenon in multistage axial flow compressors. 

G. J. Walker7 

1 Introduction 

The authors have reported a careful and comprehensive 
study which convincingly demonstrates that both secondary 
flow and turbulent diffusion may contribute significantly to 
mixing in multistage axial-flow compressors. This work puts 
in perspective the relative importance of these two mixing 
mechanisms and points the way to further refinements in the 
modeling of flow in axial turbomachinery. 

The principal aim of this contribution is to discuss in more 
detail the circumferential transport of fluid particles arising 
from wake dispersion and the relative motion within in­
dividual wakes. 

2 Wake Dispersion 

An idealized model for the dispersion of inlet guide vane 
(IGV) wakes by an axial compressor rotor, as proposed by 
Smith [Dl], is shown in Fig. Dl . Downstream of the rotor, the 
IGV wake fluid is spread over an avenue of discontinuous 
segments terminated by the wakes of the rotor blades which 
have produced their dispersion. Each segment is oriented at an 
angle to the local mean flow direction due to the longer 
residence time in the rotor of fluid particles passing over the 
rotor blade pressure surface. Fluid particles emanating from 
any fixed source upstream of the rotor would produce a 
similar streakline pattern (sometimes referred to by British 
workers as "the old school tie effect"). 

The difference in time required for initially adjacent par­
ticles to pass over the upper and lower surfaces of an aerofoil 
in cascade is given approximately [D2, D3] by 

At = T/Wl (1) 

where T is the circulation per blade and Wm is the vector mean 
relative velocity. The circumferential extent of the wake 
dispersion (indicated by length AC in Fig. Dl) is then 

Ay = TU/Wl (2) 

where t/is the rotor speed. Finally substituting 

T=smtorWz(tanal-tana2) (3) 

where 5 is the circumferential blade spacing, Wz is the axial 
velocity, and a, , a2 are the relative flow angles to axial 
upstream and downstream of the rotor, gives 

Senior Lecturer in Mechanical Engineering, University of Tasmania, 
Hobart, Tasmania, Australia; Mem. ASME. 

Fig. D1 Idealized model of IGV wake dispersion by a rotor (after Smith 
[D1]) 

Fig. D2 Instantaneous flow pattern through stator row of a single-
stage compressor with IGV showing location of blade wakes (from 
Lockhart and Walker [D4]) 

A /̂Srotor = (l/<Mcos2 a„(tan a, - tan a2) (4) 

where 4* = Wz/U is the local flow coefficient and cos a„ = 
Wz/Wa. 

Equation (4) may be recast in terms of lift coefficient CL by 
writing 

CLa— 2 cos a„ ( t ana ! - t a n a 2 ) 

where a is the solidity, which yields 

Ay/s!0im = (CLa)rolmcosa„/2^ (5) 

Thus the relative circumferential extent of the dispersion of 
fluid elements by a rotor is seen to depend on the blade con­
figuration, blade loading, and flow coefficient. For a fixed 
configuration, CL, aa, and </> will vary in a related manner 
along the machine characteristic and it is valid to say that the 
dispersion is dependent on blade loading. At the initial design 
stage, however, there is some latitude for independent varia­
tion of the parameters on the right-hand side of equation (5). 

Some experimental observations of IGV wake dispersion in 
a single-stage compressor by Lockhart and Walker [D4] are 
shown in Fig. D2. Using the observed values of flow angles for 
this test, equation (4) predicts a circumferential dispersion of 
0.39 smtar. The circumferential spacing of the parallel IGV 
wake segments (distance AB in Fig. Dl) is computed to be 0.28 
5rotor; this agrees well with the observed spacing of IGV wake 
segments in Fig. D2. Smith [Dl] reached similar conclusions 
about the accuracy of this simple model from his observations 
of flow in a first stage of the General Electric Low-Speed 
Research Compressor. 
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The performance of this model in the multistage environ­
ment is examined by comparing with the observations of the 
present study at midpassage. At the design flow (where 4> is 
based on average axial velocity and U, = 0.52) the local 
pitchline value of 4> is 0.62; the corresponding rotor relative 
flow angles at inlet and outlet are 57 and 41 deg, respectively 
[D6]. (Note from [14] that the rotor blades typically operate at 
large negative incidence to simulate high-speed flow condi­
tions.) The circumferential dispersion is then computed to 
be 0.6 sstator, and this may be compared with the spreading of 
Core 51 across Rotor 4 shown in Fig. 10(a). Assuming the core 
spreading to be caused by a combination of isotropic turbulent 
diffusion and circumferential dispersion by the rotor, the con­
tribution from dispersion is given by the difference in cir­
cumferential and spanwise extent of the concentration con­
tours. For the lowest concentration contour in Fig. 10(a) this 
gives 0.5 5stator, which is of the correct order but lower than the 
calculated value. Non-isotropic diffusion in the stator blade 
boundary layer would have contributed to a lower experimen­
tal dispersion value. Agreement would be less good for the 
higher concentration contours, which are more symmetric. 

3 Relative Flow Within Rotor Wakes 
Downstream of a rotor there will be a circumferential 

transport of fluid particles in the absolute frame associated 
with the relative motion within the rotor blade wakes (directed 
toward the rotor trailing edge as shown in Fig. D2). This flow 
is assumed to dominate over those associated with the more 
highly decayed wakes of blade rows further upstream. Assum­
ing the maximum defect in relative velocity within the rotor 
wake (Wdm) is small, and neglecting any interference from 
upstream blade wakes and downstream stator vanes, the max­
imum circumferential dispersion which can occur as the flow 
convects an axial distance Az is approximated by 

Ay/Az^(Wdm/W2)t<ma2 (6) 

There will be an associated mean flow displacement, but this 
will be smaller in magnitude by a factor principally dependent 
on the ratio of rotor wake displacement thickness to rotor 
blade spacing (typically only a few percent). 

There are two significant mechanisms which may modify 
the relative flow within the rotor wakes and reduce the cir­
cumferential transport below that given by equation (6). First, 
the mixing due to chopped upstream stator wake segments im­
pinging on the rotor wakes acts to restrict the relative flow 
within the rotor wakes; the avenues of chopped stator wake 
segments effectively form barriers against which low-energy 
rotor wake fluid accumulates. This phenomenon, which was 
examined by Lockhart and Walker [D4] in a single-stage com­
pressor, can be seen occurring at location A in Fig. D2. The 
relative flows will also be restricted by interposition of a 
downstream stator causing accumulation of rotor wake fluid 
on the stator vane pressure surfaces (as at location B in Fig. 
D2). The latter phenomenon was investigated by Kerrebrock 
and Mikolajczak [D5] in a single-stage rotor-stator unit. 
These two mechanisms, although similar in effect, are distinct­
ly different physical processes. They may interfere to some ex­
tent and their relative importance will depend on the cir­
cumferential location of the upstream stator wake avenues 
relative to the downstream stator vanes. 

Finally, the above model of secondary flow within the rotor 
wakes is compared with the observations of ethylene core 
migration through Stator 3 presented in Fig. 5 of the paper. In 
this case the axial distance between injection and sampling 
planes is about 1.3 sstator and the effective mean value of a2, 
allowing for rotation of rotor wake segments through the 
stator passage, is about 60 deg. The relative rotor wake defect 
Wclm/W1 is likely to be in the range 0.1 to 0.2 and should in­
crease with loading as the rotor wakes thicken and take longer 

to decay. On these assumptions, the maximum circumferential 
dispersion predicted by equation (6) varies from 0.22 to 0.45 
•Sstaior- As in Section 2 above, the calculated circumferential 
dispersion is compared with the excess in circumferential 
spreading over spanwise spreading for the lowest concentra­
tion contours of core 9. This gives about 0.2 5stator for the 
design loading case in Fig. 5(a) and 0.4 sstator for the increased 
loading case in Fig. 5(b). These figures are comparable in 
magnitude to the calculated values, and the contour skewing 
indicates a secondary flow in the expected direction toward the 
stator pressure surface. The agreement is less favorable for the 
higher concentration contours, but this is to be expected due 
to the variation in velocity defect across the wake. 

The associated mean core movement would be of order 0.01 
ssmm and quite negligible. The mean core movements at the 
middle of the stator passage in Fig. 5(a) are generally in the 
direction of the suction surface, indicating the dominant effect 
of other opposing secondary motions in the bulk flow. The 
latter effects are even more marked for the increased loading 
case in Fig. 5(b). 

4 Concluding Remarks 
The foregoing discussion of the particular secondary flows 

associated with wake dispersion and relative motion within 
wakes supports the authors' hypothesis regarding the relative 
importance of secondary flows and turbulent diffusion as 
mechanisms for mixing in axial turbomachines. The simple 
models presented here are in fair agreement with experiment 
and indicate that the wake dispersion is the more significant of 
the two circumferential transport mechanisms. The analysis 
further emphasizes the dependence of secondary flows on con­
figuration and blade loading that was noted in the paper. 
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K. D. Papailiou1 

The authors must be congratulated for an excellent work, 
which, I am sure, will be very useful for future development in 
wall shear layer research. 

Their work concerns, as well, previous work cited in 
references [1-3] of the subject paper. Consequently, my 
remarks will necessarily concern these works as well. 

Generally speaking, the mechanisms from the literature that 
result in spanwise mixing are also recognized by the authors 
and put into evidence by their experimental results. In this 
respect, I would like to mention that blade-to-blade cross flow 
and dihedral effects contribute indirectly to intensifying the 
spanwise mixing mentioned by the authors. 

Personally, I would like to make the following remarks con­
cerning the experiments and the experimental setup: 

1 The experimental compressor has a high hub/tip ratio, 
so that the dihedral effects on secondary flows are reduced 
and, in any case, not really mentioned by the authors. 

Professor, National Technical University of Athens, Athens, Greece. 

474/ Vol. 109, OCTOBER 1987 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.57. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 The transport of low-energy material along the blade 
surfaces or inside the blade wakes (blade boundary layers, 
wakes, and part of secondary flows) is caused by spanwise 
static pressure gradients. The corresponding radial movements 
were recognized very early and experimental evidence of their 
existence and magnitude can be found as early as 1954 ([PI], 
Figs. 284-287). It is interesting to note that there have been 
proposed secondary flow optimization procedures [P2, P3] 
based on preventing this mechanism to function and that the 
authors' measurements show that, for increased loading, 
where the spanwise static pressure gradient is stronger, this 
transport is also stronger. 

3 The contribution of the secondary vorticity to secondary 
flow and the radial and blade-to-blade movements associated 
with it must be, in my opinion, considered separately from the 
contribution mentioned in (2) above. For the compressor case, 
inlet skew (inlet secondary vorticity) is an important 
parameter, independent of spanwise static pressure gradients. 

Concerning the authors' measurements, my opinion is that, 
if the experiments were conducted for nominal speed, the 
secondary flow effects would be more pronounced, because 
the contribution of the rotating speed to the upstream row 
secondary vorticity would have been different. 

In addition, it must be pointed out that for other cases 
(higher camber compressor rows or turbines) the secondary 
vorticity and the resulting spanwise mixing may be stronger. 

4 With respect to spanwise mixing due to turbulence, in 
addition to any attempt to model it, I would like to point out 
that it doesn't depend only upon the magnitude of the existing 
time-wise fluctuations, be they random or not, but also upon 
their frequency. Bradshaw [P4] pointed out this effect when 
he evaluated the dramatic difference between the influence of 
external flow unsteadiness and external flow turbulence on 
shear layer behavior. Consequently, it could be important to 
state, along with the time varying quantities, the rms of the 
part that corresponds to frequencies above, say, 8000-10,000 
Hz. Additionally, it would be helpful to possess some 
knowledge about the effect of frequency upon the spreading 
rate of ethylene. 

5 I do not have at my disposal a complete set of the ex­
perimental results, but I would suspect from the general ex­
perimental layout that the inlet casing boundary layer is very 
thick and that it occupies a good part of the blade height. Ad­
ditionally, in the case of the test stage, I suspect that the hub 
and tip shear layers are merged, especially for the increased 
loading case for which they seem to interact strongly. Conse­
quently, free-stream turbulence is a term that cannot be ap­
plied here as there is no free stream. In addition the high tur­
bulence levels measured for increased loading seem to be 
present as a consequence of the strong interaction of the hub 
and tip shear layers. 

With respect to the interpretation of the measurements and 
the corresponding modeling of the flow, I would like to 
observe the following: 

6 It is important to bear in mind that our model is a cir-
cumferentially averaged one (meridional plane model) and 
that it must, necessarily, contain all contributions to the span-
wise mixing. In addition, a turbulent mixing process depends 
not only upon the value of the diffusion coefficient, but also 
upon the existing local gradients of the flow quantities that are 
transported. Consequently, a calibration of the mixing process 
model is necessary, as, during the circumferential averaging, 
information is lost and certain terms are neglected. Even when 
the basic equations are used, as in the case of the calculation 
method presented in [P5], semi-empirical information is 
necessary in order to replace this information loss. 

I am mentioning this reference for three reasons: (a) The 
coefficients controlling the diffusion processes are also those 
controlling the dissipation of kinetic energy, as the theory sug­

gests; (b) the equations of motion are formally solved, in­
cluding the effects of the secondary vorticity and velocity 
field; (c) the agreement between theory and experiment for 
multistage compressors is good, in spite of the fact that exter­
nal turbulence level effects have not been taken into account. 

Concerning the first reason given above, I would like to 
point out that in the case of the methods of Adkins and Smith 
[1] and Gallimore and Cumpsty [2], the mechanism for 
dissipation of kinetic energy is represented by loss correla­
tions, so that this mechanism has been rendered independent 
from that of the diffusion process. In addition, neither the 
position where the losses have been generated nor their 
magnitude seems to be the same. Consequently, one cannot be 
sure whether part of the diffusion process has been taken into 
account when locating the losses. Furthermore all the other 
mechanisms enhancing spanwise mixing directly or indirectly 
and not being accounted for individually must be included 
somehow in the calculation procedure. 

Concerning the second reason given above, I would like to 
point out that in the case of the other two methods, some em­
pirical input, or so I understood reading the papers, was taken 
from the experimental results so that the injected information 
had already taken into account the spanwise mixing process. 
In addition, from Gallimore's calculations ([3], Fig. 9), I con­
cluded that the value of the mixing coefficient could vary con­
siderably, still giving acceptable results. 

Concerning the third reason given above, I would like to 
point out that there seems to exist one more method giving 
satisfactory predictions for multistage compressor wall shear 
layer behavior, which is different from the ones described in 
[1-3]. 

Such a state of affairs, as it was described above, would 
render the comparison of the methods very difficult, even if all 
the details of each calculation were known, which they aren't. 
In fact, I would refrain totally from concluding that any of the 
above methods is "inaccurate" or "invalid." I would rather 
conclude that engineering methods of calculation, relying 
heavily on measurements, intuition, and creativity, have been 
developed in many cases of extreme complexity and lack of 
complete physical understanding such as the one I have been 
discussing. These methods have been very helpful for the 
engineer and very good machines have been designed with 
them. 
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B. Lakshminarayana9 

The present authors as well as the authors of the earlier 
papers on this topic (Adkins and Smith, 1982; Gallimore and 
Cumpsty, 1986; Gallimore, 1986) should be commended for 
doing a very thorough investigation of the mixing effects in 
axial flow compressors. I feel that the data and the interpreta-

9Evan Pugh Professor of Aerospace Engineering, The Pennsylvania State 
University, University Park, PA 16802. 
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tion presented by Wisler et al. are consistent with observations 
by the Penn State group (e.g., B. Lakshminarayana et al., 
1982; Ravindranath and Lakshminarayana, 1980, 1981; 
Reynolds and Lakshminarayana, 1979). 

Mixing is a complex phenomenon caused by the mean flow, 
as well as the periodic and random unsteadiness in the flow. 
Momentum transport depends upon the local acceleration, 
convective acceleration, pressure gradient, and viscous and 
turbulent diffusion. If the flow is uniform (one dimensional) 
and steady, the mixing is mainly caused by the turbulent mo­
tion or molecular motion. Most compressors operate with 
large velocity gradients in blade boundary layers, wakes, and 
end-wall regions. In a multistage environment, the cross and 
radial flow component exit. The mean velocity can be decom­
posed into a time-averaged value, periodic components 
(depending upon the history of the flow, this may include 
components such as Vip and V2p due to first and second 
stages, respectively) and a random component V as shown 
below by the transverse momentum equation (say blade to 
blade) 

dV dV dV dV 
+U +V +W 

dt dx dy OZ 

1 dp / d2V d2V dV\ 

where V= V+ Vlp + V2p + V; p, = turbulent eddy viscosity; V 
is the time-averaged velocity. It is evident from this equation 
that mixing is caused by convection by time-averaged velocity, 
the periodic unsteady component, and turbulent diffusion. V 
is the turbulence component. Neither Gallimore and Cumpsty 
(1986) nor Wisler et al. (1987) decompose the turbulence com­
ponent in this manner. Hence, the terminology used in these 
papers would include not only the random component but also 
the periodic component. The periodic component is a mean 
velocity and cannot be considered as turbulence. Hence, there 
is confusion with regard to the usage of the terminology "tur­
bulent diffusion." Turbulent diffusion should be used only to 
identify the diffusion caused by the random fluctuation and 
not by the periodic fluctuation due to the upstream wakes. 

Vast amounts of data available for turbulent shear flows 
(e.g., jets and wakes) indicate that both the convection by the 
mean velocity and the diffusion by turbulence dominate the 
transport. For example, the turbulent energy budget for a jet 
shown in Fig. 4.8 of Tennekes and Lumley (1972) indicates 
that this is indeed true. 

The mixing process is caused by both the mean velocity field 
and the turbulent field. Consider for example the wake mix­
ing, leakage flow, and vortex formation and mixing 
downstream of a rotor. The wake thickening near the tip of a 
rotor blade and the wake thinning at the root of a blade, as 
well as transport of secondary vorticity toward the suction side 
of the blade, are all caused mainly by the mean motion and to 
some extent by turbulence. The data presented recently by 
Lakshminarayana et al. (1987) indicate that the leakage flow 
and vortex are transported both by mean flow and turbulent 
fluctuations. Both these phenomena are equally important. 
The absence of a well-defined leakage vortex downstream 
demonstrates the effect of turbulent diffusion, distortion, and 
mixing by radial flows present in the wake. Within the 
passage, the vortex is transported inward by the radial mean 
flow. It is well known that a vortex decays and diffuses in both 
laminar and turbulent flows even though the diffusion is dif­
ferent for the turbulent case. Hence, it is misleading to think 
that the diffusion is caused purely by the mean velocity field or 
purely by the turbulent flow field. It is caused by both effects. 
One effect will dominate over the other depending upon the 
mean velocity gradient and turbulent intensities. 
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Wisler et al. and Gallimore and Cumpsty [2] have measured 
the flow downstream of the stator. In such a case, the tur­
bulent diffusion may dominate over the mean velocity near the 
midspan, since the spanwise velocities are small in the case of 
stators. But Adkins and Smith (1982) have included mixing 
downstream of a rotor, where the mean velocities in the span-
wise direction are likely to be substantial. The mixing 
downstream of a rotor will be dominated by the mean velocity 
field as well as the turbulent field, depending on the 
magnitude of the radial velocity or the spanwise velocity. We 
have taken extensive measurements downstream of a rotor 
and found considerable radial velocities near the trailing edge 
(Ravindranath and Lakshminarayana, 1980, 1981; Reynolds 
and Lakshminarayana, 1979). Hence, both radial velocity and 
turbulence would be major contributors to the mixing near the 
trailing edge of the blade. Far downstream, the turbulent fluc­
tuations would tend to dominate the wake mixing as well as 
the spanwise mixing. 

If the mixing is due to turbulence alone, the mixing and 
distortion of ethylene contours will be random and distorted, 
unless the turbulence is isotropic. Our measurements in the 
wake and in the end-wall region suggest turbulence is not 
isotropic. For example diffusion inside the wake of a stator 
(Fig. 8) is caused by both turbulence and normal velocity in 
the wake, as evidenced by equation (1). Even though turbulent 
diffusion may dominate, the contribution by mean velocity 
cannot be ignored. For a rotor wake, both these effects are 
equally important. 

What precautions did the authors take to make sure that the 
ethylene injection technique provided quantitative informa­
tion? Ethylene injection itself creates turbulence in the field. 
For example, injection on the blade surface would result in 
mixing of the mainstream flow with the crossflow jet, 
resulting in turbulence production and quick spreading of the 
ethylene gas. How much of this spreading/mixing is caused by 
this phenomenon and how much of it from the mean velocity 
and turbulence in the undisturbed stream must be in­
vestigated. We have used ammonia for flow visualization on a 
blade and noticed it is very sensitive to slot shape and injection 
velocity. If the injection velocity is high, the ammonia jet dif­
fuses very rapidly, providing a thick trace on ozalid paper. 
The sharp holes likewise accelerated the diffusion processes. It 
will be useful to evaluate the extent of diffusion close to the in­
jection point as well as several diameters downstream and see 
what happens before it reaches the blade. 

It is interesting to note that prediction of the radial 
temperature profiles shown in Fig. 7 of Adkins and Smith [1] 
and Fig. 8 of Gallimore [3] shows remarkable resemblance, yet 
each author attributes this to entirely different phenomena. 
This dilemma can be attributed to empirical constants used by 
these authors. Gallimore utilizes a mixing coefficient one 
order of magnitude higher than that for a flat plate boundary 
layer. Such high values are unacceptable from physical con­
siderations. Adkins and Smith likewise use many empirical 
coefficients. Such empiricism masks the underlying 
phenomena of mixing and may lead to misleading 
conclusions. 

What is needed at this time is some detailed measurement of 
the flow field including the turbulence quantities, and evalua­
tion of the transport by mean velocity, periodic unsteady com­
ponents, and turbulence intensities through the use of the 
equations of motion and the data. This can be done if the 
measurements are taken at very close intervals to include such 
quantities as the turbulence intensity and correlation. This is 
the only way to resolve the controversy generated by 
Gallimore and Cumpsty, and Adkins and Smith. 

It would be useful to access the vast amount of data 
available from Penn State, Cambridge University, UTRC, and 
GE low-speed compressors and evaluate the mixing 
phenomena through use of equations governing the mixing. 
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I am firmly convinced, based on the data of Wisler et al. as 
well as on Penn State data, that mixing downstream of a com­
pressor is caused by both mean velocity components and tur­
bulent diffusion. 
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W. B. Roberts10 

Questions 
1 Section 4.1 indicates that the overall performance data 

were obtained at 850 rpm and the ethylene and hot-wire 
studies were done at a speed of 600 rpm. Furthermore, the 
paper states that, "tests showed that the difference in 
Reynolds numbers did not affect the vector diagram quantities 
and consequently should not affect the conclusions of the 
work." Could the authors be more specific, i.e., what was the 
difference in blade chord Reynolds number between the two 
speeds; was at least one performance data point taken at the 
lower speed to compare with the higher speed data of Fig. 2; 
and what other hard data lead to the conclusions stated 
above? 

2 Explain the term "unsteadiness velocities" as used in Sec­
tion 6.2 and Fig. 14. Is this an approximate indicator of tur­
bulence intensity? If so, is there an approximate relation be­
tween the two? 

Comments 

1 The ethylene trace and hot-wire measurements as seen in 
Figs. 5, 6, 8, 11, 13, and 14 show that near the design point 
there is a relatively large "core flow" region with secondary 
flow confined to the end walls. This indicates that simple 
"design point" secondary flow loss and deviation models that 
use the concept of a core flow combined with a secondary end-
wall flow are valid for multistage compressors. 

2 The turbulence intensity data shown in Fig. 14 are a 
significant contribution to the body of knowledge concerning 
the flow in multistage axial compressors. Were any 
measurements made of the scale of the turbulence? 

3 Section 9.0 states that, "the Adkins-Smith model was 
used in a data-match mode and certain constants were ad­
justed to give agreement with measured data. . . . " This and 
other observations lead me to the conclusion that there is no 
current model or code that is completely independent of its 
database. 

4 Considering the high quality and quantity of data 
presented in this paper, it would be greatly beneficial to tur-
bomachinery designers, analysts, and code developers if the 
blading geometry used in this testing was published or other­
wise made available. 

Flow Application Research, Fremont, CA 94539. 

Authors' Closure 

We greatly appreciate the considerable time, effort, and 
thought expended by those who provided excellent discussions 
of our paper. These individuals are authorities in the field and 
we respect their opinions. We also appreciate having had some 
of these discussions in time to supply additional supporting 
data and clarification at the formal presentation of the paper 
at the 32nd International Gas Turbine Conference in 
Anaheim. The enthusiastic, thoughtful, and lengthy discus­
sion following this presentation was very useful and gratify­
ing. We are indebted to the session organizer, Dr. Herbert 
Law, who encouraged and facilitated this discussion. Finally, 
we continue to enjoy the many hours of in-depth and friendly 
discussions we've had with Dr. Simon Gallimore and Dr. Nick 
Cumpsty on this subject. 

Having studied the large number of discussions thoroughly 
and having noted the commonality of certain questions and 
comments, we have organized our closure by addressing this 
commonality rather than addressing each discussion separate­
ly. This appeared to us to be the more logical approach. Most 
of the additional supporting figures presented in our closure 
and in the appendix of the paper were also presented at 
Anaheim. We believe we have successfully addressed all of the 
issues raised by the discussers; consequently, all of our conclu­
sions remain unchanged. 

The following eight issues were raised by the discussers: (1) 
data interpretation questions associated with small radial core 
movement but large radial contour distortions, (2) an alter­
native explanation for contour distortion by local anisotropic 
turbulence instead of secondary flow, (3) the effect of the 
rotor on the mixing process including circumferential 
transport, (4) random and periodic components and frequency 
of the turbulence, (5) the effects of Reynolds number on the 
results, (6) precautions taken to obtain quantitative ethylene 
measurements, (7) velocity levels in the vane wake, and (8) the 
Adkins-Smith data match procedure and the mixing models. 
Each of these issues is addressed below. 

I Data Interpretation Questions Associated With Small 
Radial Core Motion but Large Radial Contour Distortions. A 
major question is raised by Dr. Gallimore and Dr. Cumpsty 
(their paragraphs 4-6 and Conclusion 2) and by Dr. Vittal and 
Dr. Sehra (their bullet 1) about our conclusion that secondary 
flow causes the large radial contour distortions. Specifically, 
Gallimore and Cumpsty correctly point out that Contours 4 in 
Figs. 5 (cr, b) show considerable radially inward distortion 
along the pressure surface while Cores 4 move only a small 
amount in the radially outward (opposite) direction. However, 
they then reason that since the secondary flow should be 
reflected in the movement of the core and the radial core mo­
tion is small, it follows that radial secondary flows are also 
small and therefore cannot cause the large radial contour 
distortions seen in the data. Thus the secondary flow contribu­
tion to the radial mixing mechanism proposed by Adkins and 
Smith must likewise be small. 

While we recognize the logic of the above reasoning and 
considered it ourselves when originally trying to understand 
the flow, we think our conclusion that secondary flow causes 
this distortion near the vane surface is supported by the data . 
However, this issue cannot be resolved by examining Contour 
4 alone. Further insight is needed and this is found in the addi­
tional data supplied in Figs. 17 and 18 of the appendix. These 
data show a transition in the core motion and contour shape 
from large distortions to nearly circular contours as one pro­
ceeds through the endwall region from the casing to 15 percent 
immersion. Both pressure side and suction side contours are 
shown. To understand Contour 4, the contour in question, 
one first needs to examine design-point Contours 17 and 15. 

The mirror-image similarity between the pressure-side Con-
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Fig. 20 Ethylene Contour 15 showing split core with both radial and 
circumferential convection by secondary flow and with turbulent diffu­
sion; design point loading 

tour 4 at 7 percent immersion in Fig. 17(a) and the suction-side 
Contour 17 in Fig. 18(a) is clearly seen in Fig. 19. Both show 
large, radially inward contour distortion or stretching along 
the airfoil surface, substantial circumferential core motion 
and a small amount of radially outward core motion. The 
cause of the stretching of Contour 17 will become clear when 
Contour 15 at 0 percent immersion, shown in Figs. 18(«) and 
20, is examined. 

Injection Point 15 was located at the vane leading edge at 
the casing. This important data point in Fig. 20 shows a split 
core motion. In the radial direction Core 15 moves from 0 to 
12 percent radial immersion, nearly all the way through the 
endwall region. This distance is marked " A " in the figure. 
The radial velocity computed from this core motion is about 
10 percent of rotor tip speed. The total radial excursion of 
ethylene from the injection point is "A + B , " where " B " is 
attributed to turbulent diffusion. Clearly the radial convection 
by secondary flow, " A , " and the diffusion by turbulence, 
" B , " are the same order of magnitude. The significance of the 
circumferential motion, " C , " was never questioned. 

The reason for the spanwise stretching of Contour 17 along 
the vane surface now becomes clear when the radial lengths 
" A " and " B " from Fig. 20 are placed on Contour 17 in Fig. 
21, beginning at the injection point. "A + B " accounts for 
the total inward radial spread of ethylene. Even though Core 
17 is swept circumferentially by the cross-passage flow and a 
small amount radially outward, a significant fraction of the 
ethylene becomes entrained in the radially inward secondary 
flowfield near the vane surface producing the observed con­
tour distortion. Turbulent diffusion is responsible for the ad­
ditional spreading. 

Stator Pitch, % 

A = Radial Convection by Secondary Flow 
B = Turbulent Diffusion 

Fig. 21 Analysis of ethylene Contour 17 showing contributions of 
secondary flow and turbulent diffusion to total radial spreading; design 
point loading 
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Fig. 22 Ethylene Contours 27 and 28 (see Fig. 5); design point loading 

In fact, the distance "A + B " is shown in Fig. 18(a) to ac­
count for all of the radial motion shown inside the endwall 
region, while the distance " B " is shown to account for all the 
motion outside this region at 20 percent immersion. 

The comparison in Fig. 19 suggests that the Contour 4 pat­
tern is exhibiting similar features. Additional evidence will be 
presented to substantiate this under Issue 2. 

Furthermore, the distance " B " in Figs. 20 and 21 is the 
same as the minimum distance from the core to the outermost 
contour. We think that this distance best represents the con­
tribution of turbulent diffusion to mixing in any direction as 
described in Fig. 7 and Section 8.1. 

Gallimore and Cumpsty state in the fifth paragraph of their 
discussion that they measured very little radial transport by 
secondary flow, as evidenced by their Fig. A l . In examining 
this figure, it seems to us that there are very few data from 
which to draw this conclusion in the critical region from the 
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casing to their 75 percent height position (see our Section 5.5). 
Moreover we suggest that their Contour 3 in their Figure Al 
moves radially inward along the suction surface for the same 
reasons that our Contours 15, 16, and 17 do in Fig. 18(a). 

Some more of our additional data in Fig. 22 show the full 
Contours 27 and 28 at the design point (see Fig. 5a). Most of 
the secondary flow is, as expected, circumferential. However 
even here, the radial diffusive motion by no means over­
whelms the radial convective motion. In fact on average for 
Contour 27 in Fig. 22(a), the fluid is diffused from 5 to 11 per­
cent immersion and is convected from 5 to 0 percent 
immersion. 

The core motion, we think, shows only the localized aspects 
of the secondary flow motion. If the core doesn't become en­
trained in the secondary flow, it doesn't show the motion. 
Core 15 in Fig. 18(a) was injected at a point where it showed 
both radial and circumferential motion. Cores 16 and 17 were 
injected slightly farther from the vane suction surface, were 
immediately affected by the strong crossflow, and didn't show 
the radial feature. Cores 1-6 in Fig. 5 were injected at 53 per­
cent stator pitch and were not convected into the regions of 
secondary flow that distorts the contours. 

The contours, on the other hand, show a more global pic­
ture. As regions of the contour become entrained in the sec­
ondary flow field, they respond, as evidenced by Contours 2, 
4, 5, 15, 16, and 17 in Figs. 17 and 18. 

We have shown in this section that: (1) Secondary flow ef­
fects and turbulent diffusion effects are of the same order of 
magnitude in the endwall region and (2) there can be signifi­
cant radial stretching of the contours near the vane surface 
due to secondary flow with little corresponding radial core 
motion. 

2 An Alternative Explanation for Contour Distortion by 
Local Anisotropic Turbulence Instead of Secondary Flow. 
Gallimore and Cumpsty (Paragraphs 6-8 and Conclusions 3 
and 4) suggest that the distortion of Contour 4 along the 
pressure surface is caused by local anisotropic turbulence 
while Vittal and Sehra (bullet 3) advocate that all of the con­
tour skewing is caused by turbulence gradients. We will con­
clude from the data presented in Figs. 23 and 24 that the skew­
ing caused by these effects accounts for only about Vi of the 
total contour skewing in the spanwise direction. The rest must 
be attributed to secondary flow. 

The extent of mixing by turbulence was approximated in 
several ways as shown in Fig. 23. First, average random 
unsteadiness velocities were measured at the locations in­
dicated by the solid dots in the figure (see Section 6.2). The 
radial components of unsteadiness velocity v'n measured at the 
stator inlet and exit, were nearly identical. Values of v'r for the 
stator exit were previously presented in Table 2. The 
product of v'r and the fluid transit time across the stator 
represents the average distance for diffusion by turbulence at 
90 percent stator pitch near the pressure surface. This dif­
fusive distance is plotted in Fig. 23. Note that the 
measurements were made at the region in question for Con­
tour 4. 

Secondly, ethylene was also injected very near the pressure 
surface at the locations shown for design-point Contours 24 
and 29 in Fig. 24(a). These are the contours that Gallimore 
and Cumpsty refer to as key observation points. We agree that 
they are key, but for reasons that are different from those of 
Gallimore and Cumpsty. We think they are key because they 
are a direct measure of the maximum amount of spreading 
that could be caused by turbulent diffusion very near the 
pressure surface, regardless of whether or not anisotropic tur­
bulence is present. This diffusion distance for Contour 24 is 
also plotted on Fig. 23. 

Finally the measured spreading of Contour 25 at increased 
loading, shown previously in Fig. 7, is plotted in Fig. 23. 
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Fig. 23 Evaluation of the relative contributions of secondary flow and 
turbulent diffusion to the radial distortion of Contour A 
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Fig. 24 Ethylene contours for injection near pressure surface and 
through static tap on pressure surface (see Figs. 5 and 8) 

It is clear that turbulent diffusion lengths in Fig. 23 can ac­
count for only about Vi of the radial inward spreading ob­
served for Contour 4. An additional length, very similar to 
radial distance " A " described earlier in Fig. 20, is needed to 
explain the total radial motion of ethylene. We attribute this 
additional length, which produces the contour distortion, to 
the secondary flow motion created as the cross-passage flow 
impinges on the pressure surface. Consequently the arrows in 
Figs. 5 and 6 are not misleading. 

We also think that the oblong contour patterns exhibited by 
Contours 24, 29, and 35 in Figs. 8 and 24 result from the 
strong cross-passage motion pushing toward the vane pressure 
surface as indicated by the hot-wire measurements in Fig. 11. 
In fact the cross-passage flow is strong enough that ethylene is 
swept past the leading edge at both loading levels for Contours 
24 in Fig. 24 and is convected circumferentially on the suction 
side. The reason that design-point Cores 24 and 29 show little 
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Stator Pitch, % 
Fig. 25 Ethylene contours and split cores showing mixing action of the 
rotor, X = casing injection at 25 percent Rotor 3 chord, 0 = 
downstream of Rotor 3 at Plane 3.5 

radial motion in Figs. 5(a) and 24(a) is easily explained. Very 
near the pressure surface, the cross-passage flow creates a type 
of stagnation point at 10 percent immersion. The radial sec­
ondary flow, shown by the arrow in Fig. 6(a), is farther from 
the pressure surface for Contour 24. As secondary flows in­
crease for the increased loading point, there is stronger cross-
passage flow and more flow being pushed into the corner as 
seen in Fig. 5(b). Secondary flows increase and now, in 
response, Cores 24 and 35 show radial motion with Core 35 
moving from 10 to 17 percent immersion in Fig. 24(b). Also 
the radial secondary flow, shown for contour 4 in Fig. 5(b), is 
now closer to the pressure surface, as one would expect from 
the above analysis. Compare Fig. 17(a) with Fig. 11(b). 

In summary for Issues 1 and 2, we have shown that: 

(a) There can be significant radial distortion of the con­
tours near the vane surface due to secondary flow with little 
corresponding radial core motion. 

(b) Secondary flow effects were shown to be of the same 
order of magnitude as turbulent diffusion effects in the end-
wall region. 

(c) With both secondary flow and turbulent diffusion 
shown to be important in the mixing process, the original con­
clusions in Section 10 of the paper remain valid. 

We believe that these findings should be configuration 
dependent. 

3 Effect of the Rotor on the Mixing Process Including Cir­
cumferential Transport. Vittal and Sehra (bullet 2) have con­
cluded from the data in Fig. 10 that secondary flows in the 
rotor passage do not seem to be playing a dominant role in the 
spanwise mixing process. We understand how this conclusion 
would be reached from the data presented. However, the addi­
tional data in Fig. 25 show that in the endwall region the rotor 
influence on spanwise mixing can be significant. The split-core 
data show that a large concentration of ethylene has been con­
verted from the casing to nearly 8 percent immersion, a radial 
distance halfway through the endwall boundary layer. The 
radial velocity computed from this core motion is about 8 per­
cent of rotor tip speed. This implies a strong secondary flow in 
the endwall region of the rotor. 

On another point, one of the important aspects of the 
secondary flow that has been neglected by some is its influence 
on circumferential mixing and under/overturning. We have 
tried to emphasize this in the paper in Section 7.3 and in the 
last conclusion in Section 10. To this end we have entitled our 
paper "mixing" not "spanwise mixing." It is satisfying to see 
that the results of Dr. Walker's careful analysis of the cir­
cumferential transport of fluid particles arising from wake 
dispersion and the relative motion within wakes are consistent 
with our measurements. 

4 Random and Periodic Components and Frequency of 
the Turbulence. Prof. Papailiou, Prof. Lakshminarayana, 
and Dr. Roberts all addressed some aspects of the turbulence 
structure. 

We agree with those discussers who propose that details of 
the unsteady (periodic and aperiodic) flow field as well as the 
time-averaged flow are fundamentally important because of 
their influence on mixing in the compressor. We have ad­
dressed some aspects of each of these flow components in our 
paper as clarified below. 

Time-averaged flow information helped clarify the in­
fluence of secondary flow on mixing. The ethylene tracer gas 
results we provided are obviously a time-averaged record of 
flow mixing that occurred between injection and sampling 
planes. The hot-wire data displayed in Fig. 11 and Figs. 12(6, 
c) were also time-averaged. Further, some of these time-
averaged hot-wire data were circumferentially averaged as well 
and are shown in Figs. 12(a, d). 

Phase-lock averaged hot-wire information helped address 
the influence of the random and periodic nature of the flow on 
mixing. Phase-lock data appear in Fig. 13. All flow 
unsteadiness that was not periodic with respect to the rotor 
blade passing frequency was considered to be a measure of 
"turbulence intensity." Turbulence intensity values (equa­
tions (l)-(4)) are indicative of the combined extent of fluctua­
tion or unsteadiness velocities, v£, Vg, and v'r on either side of 
the phase-lock averaged flow and do not include any 
unsteadiness due to periodic occurrences such as rotor blade 
wakes. Some third-stage rotor blade wakes are discernible as 
regions of higher turbulence intensity in Fig. 13. Rotor wakes 
from blade rows further upstream could not be detected as 
easily and were assumed to be mixed out. Also, third-stage 
rotor wakes were much less noticeable near the casing at the 
stator row entrance, near both endwalls at the stator exit, and 
at all spanwise locations at the stator exit for increased loading 
flow. Average values of phase-lock averaged, unsteadiness 
velocity components that were not periodic with respect to 
rotor blade passing frequency were summarized in Table 2 for 
fixed locations in the stator 3 exit plane. 

The flow unsteadiness data shown in Fig. 14 represent ap­
proximate values of "total unsteadiness" at different span-
wise locations in the stator row. Since an rms average of the 
continuous analog signal from the hot-wire anemometer was 
involved, periodic (including rotor wakes) and aperiodic 
(including turbulence) unsteadiness were included. The result 
is an indication of the level of fluctuation of flow, at a point in 
space, about the time-averaged flow there. The trends in 
ethylene diffusion we observed were greatly clarified by the 
unsteady flow data. 

We did not attempt to assess the scale of turbulence in the 
LSRC. Space limitations within the compressor prevented us 
from using an appropriate probe for this kind of 
measurement. 

From our time-averaged and unsteady flow data we con­
cluded that secondary flows and turbulence were both very im­
portant facets of flow mixing. We also concluded that wake 
chopping, a periodic flow effect, was another important 
aspect of mixing. 

5 Effects of Reynolds Number on the Results. Dr. Roberts 
asked for clarification of the effects of the differences in 
Reynolds number on the results discussed in Section 4.1. 
Testing was conducted at two blade chord Reynolds numbers 
of3.6and2.5 x 105, the latter being used for the ethylene and 
hot-wire tests. A complete set of overall performance data was 
taken at each Reynolds number. Except for the expected small 
reduction in pressure rise capability at the reduced Reynolds 
number, the features of the two pressure-flow characteristics 
were identical. 

6 Precautions Taken to Obtain Quantitative Ethylene 
Measurements. In response to Prof. Lakshminarayana's ques­
tion, the following precautions were taken for the ethylene 
measurements. 
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An injection probe was designed following the careful work 
of Dr. Gallirnore [2, 26, 27]. 

The flame ionization detector (FID) was carefully calibrated 
and maintained. First the FID was calibrated and tested exten­
sively to verify signal linearity and absence of zero drift. 
Secondly, FID calibrations were performed often during ac­
tual testing. Thirdly, leak checks were performed each day. 
Lastly, voltage signals were also monitored to watch for signal 
abnormalities. 

To determine the effects of injection rates through the 
probe and through the surface static pressure taps, we con­
ducted tests in which the injection rates were varied. For ex­
ample, vane surface injection rates were halved and doubled 
relative to the test injection flow rate. This resulted in no 
change in core location and ethylene spreading, both radially 
and circumferentially. Sampling rates were also halved 
resulting in no change in core location and, importantly, no 
change in the extent of ethylene spread. 

Periodic FID calibration, careful design and placement of 
injection and sampling probes, along with proper injection 
and sampling flow rates yielded the accurate, quantitative 
ethylene data shown in the paper. 

7 Velocity Levels in the Vane Wake. Gallirnore and 
Cumpsty (Paragraph 9 and Conclusion 5) point out that the 
magnitudes of the radial velocities measured in the stator wake 
in Fig. 11 seem to be rather high, perhaps improbably high. 
We agree. In fact, we realized that the original statement in 
Section 6.1 about the hot-wire calibration limits being ex­
ceeded in the stator wake (only) was not strong enough. We 
added an additional clarifying sentence in this section. 
However, the direction of this velocity vector in the stator 
wake and all other velocities are correct. 

8 The Adkins-Smith Data Match Procedure and the Mix­
ing Models. Most of the discussers have commented on 
various aspects of the Adkins-Smith data match procedure, 
the resulting mixing coefficients, and/or the mixing models. 
Their comments generally fall into the following categories: 
(a) procedural, (b) empiricism, (c) insensitivity or inac­
curacy with respect to level of mixing and flow details, and (d) 
ease of application. 

8(a) Procedural matters. Some concern was raised by 
Gallirnore and Cumpsty in their Paragraph 12 and Conclusion 
6 about how loss was input during the data match procedure 
because of its potential influence on the results. 

In applying the Adkins-Smith analysis method to any 
design, it is only necessary to specify base (profile) losses 
representative of the cascade airfoil sections involved and a 
number indicating the proximity to stall. In the present case, 
spanwise uniform values of base loss coefficient of 0.025 for 
rotors and 0.020 for stators were employed, and the design 
point loading was taken to be 85 percent of the stall loading. 
The endwall loss model described in the appendix of [1] was 
invoked automatically by the computer program and this loss 
was added to the base loss to obtain the total loss before mix­
ing. No "special handling" of losses was involved in the 
analysis. Comments on the other influential inputs were given 
in Section 7.1. 

The suggestion was made by Vittal and Sehra (bullet 4) that 
a comparison of the radial distribution of temperature rather 
than mixing coefficients would have been a better measure of 
the relative validity of the models. Although we would have 
liked to do this, it was not practical for at least two reasons. 
First, detailed temperature distributions are not normally 
measured in the LSRC because the temperature rise across 
each rotor row in this low-speed device is not large. Instead, 
work input to the fluid is determined from overall measured 
torque. Secondly, we did not have access to the Gallirnore 
code to predict a temperature distribution for our test condi­

tion. Some discussers have suggested that data bases in the 
major research organizations be accessed for mixing calcula­
tions or that additional comparisons of the two mixing models 
be made on different multistage compressors. In principle we 
agree. In practice, the task of getting data released is 
Herculean. 

8(b) Empiricism. It was observed by Dr. Roberts (Com­
ment 3) that there is no current model or code that is complete­
ly independent of its data base. This is our understanding also. 
On the one hand prudent designers must rely on models and 
codes that are well grounded physically. Although recognizing 
the importance of distinguishing the details of the flow physics 
for research purposes, the designer's primary interest centers 
on obtaining a satisfactory representation of the 
circumferential-average properties of the flow. Thus for them, 
as Dr. Smith stated, it doesn't really matter how the mixing is 
divided between convection and diffusion and whether the 
model is always correct in every detail. This, we believe, is the 
case for both the Adkins-Smith model and the 
Gallimore-Cumpsty model. Designers become calibrated with 
respect to such models. On the other hand, CFD code 
developers and other researchers need to understand the flow 
physics in detail. For these individuals detailed flow informa­
tion, including level and radial variation of mixing, is very 
useful. 

In response to Dr. Weber's question, we think that for some 
time to come there will be a need for both empirical methods 
and CFD approaches; thus development of both should 
continue. 

8(c) Insensitivity/inaccuracy with respect to level of mix­
ing and flow details. The difficult issue of insensitivity to mix­
ing level and inaccuracy, raised by Gallirnore and Cumpsty in 
Paragraph 13 and Conclusion 6 and by Vittal and Sehra in 
Bullet 4, needs careful evaluation. The sensitivity issue ad­
dresses how much the predicted flowfield solution changes 
when mixing level is changed. The accuracy issue addresses 
how closely the predicted mixing levels agree with the actual 
mixing levels. 

What we did in our research was to measure the mixing, sort 
out as intelligently as we could the relative contributions of 
secondary flow and turbulent diffusion to this mixing, observe 
how well the models predict the experimental results, and 
recommend improvements. The models were exercised with no 
"special handling" and the reader is referred to Section 9.0 
for details. 

With respect to the issue of insensitivity to mixing level, Dr. 
Gallirnore [3] concluded that the results predicted by his 
throughflow method were not very sensitive to the level of 
mixing used. Because of this, Gallirnore and Cumpsty then 
conclude that levels of mixing inferred from measured profiles 
of total pressure and temperature by the Adkins-Smith 
method are unlikely to be accurate. 

If only total pressure and temperature were being con­
sidered, then to a certain extent we would agree. However, 
there was more to our analysis than this. These other implica­
tions must be considered before conclusions are drawn about 
insensitivity and inaccuracy. 

Several questions need to be answered. How sensitive is the 
Adkins-Smith method to the level of mixing used? How ac­
curate are the computed mixing coefficients? To what ac­
curacy do users want their answers? How do these findings im­
pact the designer? 

With the above in mind, we exercised the Adkins-Smith 
model by allowing the secondary flows to be computed but by 
inputting our own levels of mixing. We used radially constant 
mixing coefficients at each calculation station, with the level 
set to be a fraction of the mass-averaged value calculated by 
Adkins-Smith. 
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Table 5 Air angles at Stator 3 inlet predicted by the 
Adkins-Smith model for various levels of mixing; angles in 
deg 

Mixing 20 percent Casing— Difference 
level immersion 0 percent immersion 

1.Ox Adkins-Smith 40.8 52.0 11.2 
0.36 x Adkins-Smith 38.3 57.0 18.7 

Difference = 7.5 
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Fig. 26 Sensitivity of stator inlet air angles at the casing to variations 
in mass-averaged levels of mixing coefficient 

One result in Fig. 26 shows the change in the air angle at the 
stator inlet as a function of the level of mixing. It is seen that 
with a mass-averaged level of mixing equal to 0.36 times the 
level assumed to be correct (the same fraction used by 
Gallimore in [3]), the air angles near the casing were 5 deg dif­
ferent. Another result presented in Table 5 shows that the dif­
ference in air angles from 20 percent immersion to the casing 
for the 36 percent mixing level case was 7.5 deg larger than the 
difference in air angles for the 100 percent mixing case, 
although the total pressure profiles were reasonably the same. 
These are significant differences relative to determining in­
cidence and stagger angle for blade settings. In order to get air 
angles to agree to within less than 2 deg near the casing, the 
mass-averaged mixing level shown in Fig. 26 had to be at least 
0.80 times the value assumed to be correct. In our paper, data 
matches of air angles were within 2 deg. In the pitchline 
region, little difference in the solution was seen for any 
reasonable level of mixing used. 

Consequently, we concluded that when the secondary 
crossflows are incorporated and air angles are well matched, 
particularly in the endwalls, the Adkins-Smith solution is 
more sensitive to the average level of mixing coefficient than 
one would infer from the conclusions of Dr. Gallimore. The 
level of the mixing coefficient is important. This is because 
computed secondary flows change vector diagrams and mixing 
coefficients in an iterative manner. 

Accuracy is another question. Although the mixing levels 
can be predicted from measured data to within 0.80 times "an 
assumed-to-be-correct value," it does not necessarily follow 
that these predicted coefficients are actually the correct values. 
This is because the mixing calculation in the Adkins-Smith 
model was calibrated from a limited data base. 

A measure of the accuracy of the computed mixing coeffi­
cients can be assessed from the data in Fig. 16. It has already 

been shown that secondary flow and turbulent diffusion are 
the same order of magnitude near the casing. Therefore one 
could obtain a good estimate of the total mixing coefficient by 
doubling the experimental values shown in Fig. 16 near the 
endwalls and leaving the remaining experimental values un­
changed. After doing this, we conclude that the Adkins-Smith 
model is a reasonably good predictor of the experimentally 
determined mixing coefficient, both in mass-averaged level 
and in radial distribution. However the predicted values are 
still high near 20 percent immersion. 

Does the Adkins-Smith model overpredict radial velocities? 
Based on core movements shown in Figs. 5, 20, and 25 and on 
hot-wire measurements outside of the stator wakes, we com­
pute maximum radial velocities in the endwall region to be 
about 9-10 percent of the rotor tip speed. This is about the 
level predicted by the Adkins-Smith model and shown in 
Table 4 at 10 percent immersion. The predicted radial 
velocities are too high between 20 and 50 percent immersion. 
Circumferential velocities are well predicted. The 
Adkins-Smith model does not predict the details of the sec­
ondary flowfield very well as measured in Figs. 5, 6, and 11, 
and in this sense it is inaccurate. 

Thus these issues return to the criteria used to judge when 
the solution is "good enough." This is generally determined 
by the designer. If the design system being used does not do 
well in the endwall region and designers are forced to second 
guess the flowfield there anyway, then we would agree that the 
level of mixing doesn't much matter. 

However this conclusion should not be made universal. The 
Adkins-Smith throughflow model has been constructed to 
give better predictions in the endwall region. Design ex­
perience assimilated to date using this model is producing con­
fidence that the calculated air angles in this region can be used 
in setting blade angles. One of the authors (DCW), who is 
responsible for the design of research blading, thinks that the 
7.5 deg variance in incidence angle or blade setting angle 
described earlier in Table 5 is too large and would have a 
serious impact upon the design approach. 

Mixing levels computed in the design process must be tied to 
the physics of the flow and must respond to those changes in 
the design parameters that change mixing levels. If this doesn't 
happen, the designer is faced with problems as illustrated 
below. A parametric study was conducted in which vector 
diagrams having various levels of mixing were evaluated. For 
the case where spanwise gradients of circulation were 
significantly increased relative to a base level, the 
Adkins-Smith model predicted a significant increase in mix­
ing. However the Gallimore-Cumpsty model, because of the 
axial velocities and stage lengths involved, predicted a 
decrease in mixing. The dilemma faced by a designer, who 
may want a design that increases mixing for example, is 
obvious. 

8(d) Ease of application. For ease of applicability, we 
fully agree that the Gallimore-Cumpsty mixing model is much 
easier to integrate into a throughflow calculation. 

General Comments 
In summary, we have shown that both secondary flow and 

turbulent diffusion can play important roles in the mixing 
process in axial flow compressors. While recognizing the very 
valuable work of Adkins and Smith in secondary flow and 
Gallimore and Cumpsty in turbulent diffusion, we think that a 
more complete picture of mixing emerges when there is a syn­
thesis of these two mechanisms as explained in our paper. 

We are indebted to the American Society of Mechanical 
Engineers for providing the international forum in which the 
paper, the discussions, and our closure can be presented. We 
hope that this will provide the technical community with a bet­
ter understanding of this complex mixing phenomenon. 
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Throughflow Analysis of a 
Multistage Compressor Operating 
at Near-Stall Conditions 
Because of their speed and efficiency, two-dimensional steady flow calculations will 
continue to play a significant role in the compressor aerodynamic design process. 
For this reason, an assessment of throughflow theory was undertaken based on 
detailed measurements obtained in a large-scale rotating compressor rig. This assess­
ment is focused specifically on the compressor aerodynamics at near-stall condi­
tions, since the three dimensionality of the flow is at its worst under these cir­
cumstances and the assumptions of axisymmetry in the theory will be tested far more 
severely than at design conditions. This assessment demonstrates that a reasonably 
accurate prediction can be achieved but that major discrepancies can occur near the 
endwalls where blockage is high. It has also been demonstrated that large errors can 
be incurred when the span wise description of blockage is inaccurate in its detailed 
distribution or in its level. 

Introduction 

Throughflow modeling of turbomachinery provides the 
spanwise description of the velocity triangles and the ther­
modynamic properties of the flow at the various streamwise 
locations within and between the airfoil rows. This analytical 
procedure is at the heart of the design system in that it pro­
vides the inlet and exit velocity triangles that the airfoils are 
designed to produce. However, since the flow in tur­
bomachinery is usually highly three dimensional and 
unsteady, throughflow theory can only be expected to provide 
an approximate description of the flow since it is fundamen­
tally a steady, axisymmetric theory. Specifically, the nonax-
isymmetry in the flow and the unsteadiness that it produces 
can presently only be included in the theory in an approximate 
manner. Thus, the theory can be expected to provide an ac­
curate description of the flow in regions where the nonaxisym-
metry is minimal. As the nonaxisymmetry in the flow becomes 
more severe the accuracy of the prediction will be degraded. 

An assessment of this aspect of throughflow theory is 
presented in [1, 2] where a modern finite element throughflow 
procedure was provided with detailed aerodynamic input from 
a benchmark experiment carried out in a large-scale two-stage 
compressor operating at nominal design point conditions. 
Data were also available from the experiment to carry out 
detailed comparisons with the computed results. This assess­
ment showed that while indeed an extremely accurate predic­
tion could be achieved in the core flow region given adequate 
input there was, however, a loss in accuracy near the endwalls 
where the nonaxisymmetry in the flow was most severe. 
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Similar conclusions were reached in a somewhat more detailed 
assessment of throughflow theory that was carried out using a 
benchmark data set acquired on a large-scale single-stage com­
pressor rotor also operating at nominal design point condi­
tions [3]. 

In an effort to understand better the impact of nonaxisym­
metry in the flow on the accuracy of throughflow theory, the 
present assessment has been carried out. This assessment is 
based on benchmark data acquired on the same two-stage 
compressor as in [1, 2], but with the compressor operating at 
near-stall conditions. The nominal design point flow coeffi­
cient (Cx/Um) for the compressor is 0.51 and the near-stall 
value is 0.45. The compressor goes into rotating stall at about 
0.44. The effect flow coefficient has on the aerodynamics of 
the second stage stator is presented in [4]. In going from the 
design value to the near-stall value the nonaxisymmetry of the 
flow aft of the stator had increased dramatically in terms of 
wake width, depth, and spanwise penetration of the high-loss 
region near the hub. The nature of the flow downstream of the 
second-stage rotor and stator of the two-stage compressor 
operating at near-stall conditions can be seen in Fig. 1. The 
rotor exit flow has been plotted as contours of rotary total 
pressure and the stator exit flow has been plotted as contours 
of absolute total pressure. The dominant contributions to the 
nonaxisymmetry of the flow are the hub corner stall regions 
on both the rotor and the stator and the tip leakage flow on 
the rotor. The stator hub corner stall has grown to the point 
that near the hub it fills the channel between the airfoils. Addi­
tional information about the rotor and stator aerodynamics, 
and in particular surface flow visualization showing the corner 
stall regions, can be found in [4, 5]. Suffice it to say here that 
these flows will provide a good test of the ability of 
throughflow theory as it is presently formulated to account for 
the effects of severe nonaxisymmetry in the flow. 
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Fig. 1 Second-stage rotor and stator exit total pressure contours, 
ACPT = 0.025, (C//B) = 0.041, c4 = 0.45 

Background 

The throughflow analysis of Habashi and Youngson [6, 7] 
will be used in the assessment. This is a very practical and effi­
cient finite element procedure with great geometric flexibility. 
It has been demonstrated to be in excellent agreement with the 
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Fig. 2 Two-stage compressor throughflow analysis, hub and tip static 
pressures, (cllB) = 0.041, ci = 0.45 

more historical approach using streamline curvature methods. 
The calculation requires as input geometric information 
describing the flowpath hub and tip contours as well as the air­
foil tangential thickness distributions (mechanical blockage). 
The calculation also requires sufficient aerodynamic input to 
define the flow fully. There are a number of options here but 
for the present assessment the aerodynamic input will be in 
terms of row-by-row spanwise distributions of airfoil total 
pressure loss, flow deviation angle, and blockage. This is the 
same type of input that was used in the design point 
assessments of [1-3]. These references also contain rather 
detailed descriptions of (1) throughflow theory and the 
significance of aerodynamic blockage, (2) the benchmark data 
sets, (3) the way in which the aerodynamic inputs - loss, devia­
tion, and blockage - were calculated from the benchmark data 
sets, (4) some additional aerodynamic input considerations 
related to the aerodynamic blockage within the airfoil rows 
and its decay due to mixing between airfoil rows, and (5) the 
analytical simulation procedure by which in both the experi­
ment and the analysis the first stage was used to provide the in­
let conditions for the highly instrumented second stage. These 
descriptions can be found in [1] and for the sake of brevity 
they will not be repeated here. Finally, because of the impor­
tance of blockage to the modeling of nonaxisymmetric effects 
in throughflow analysis it is pointed out here that the model of 

Nomenclature 

B 
C 

cP 

c\ 
cl 
K 
P 

Qum 

r 

um 

= airfoil chord 
= absolute flow speed 
= pressure coefficient 

= (P-P7u)/Qum 
= axial component of 

velocity 
= rotor tip clearance 
= blockage factor 
= pressure 
= dynamic pressure 

based on midspan 
wheel speed = Vi 
pvl 

= radial distance 
= wheel speed at 

midspan 

Subscripts 

w = 
x = 
a = 

0 = 

P = 

4> = 

* = 

A = 

m = 
r = 

relative flow speed 
axial distance 
absolute yaw angle 
(from axial) 
relative yaw angle 
(from axial) 
fluid density 
flow pitch angle 
(from axial) 
flow coefficient = 
Cx/Um 

absolute frame of 
reference 
midspan 
radial 

R = 

S --
T = 
x = 
e --
o = 

1 , 5 = 

Superscripts 

-a,(A) -. 

— m,(M) = 

= rotating frame of 
reference 

= static 
= total 
= axial 
= tangential 
= compressor inlet 

station 
= compressor axial 

stations 

= pitchwise area 
average 

= pitchwise mass 
average 
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Fig. 3 Two-stage compressor throughflow analysis, input first stator 
exit, Station 3, (cllB) = 0.041, <j> = 0.45 and 0.51 
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Fig. 5 Two-stage compressor first-stage stator exit, Station 3, (cl/B) 
0.041, <t> = 0.45 and 0.51 

aerodynamic blockage employed in the present work is 
discussed in detail in [1, 8]. 

The following discussion will be focused on the input data 
and on the comparison between the measured and the com­
puted results for the compressor operating at near-stall condi­
tions with two levels of second-stage rotor tip clearance, {cl/B) 
= 0.041 and 0.007. This will be followed by a discussion of 
the sensitivity of the computed results to the nature of the 
aerodynamic blockage distributions. 

Two-Stage Compressor (Large Rotor Tip Clearance, 
cl/B = 0.041) 

A summary of the comparisons between the measured data 
and the computed results for the two-stage compressor is 
presented in Figs. 2-10. This comparison is made at the near-
stall flow coefficient {<j> = 0.45) and at the larger of the two 
second-stage rotor tip clearances tested {cl/B = 0.041). 

The computational grid of the finite element solution for 
this case is shown at the top of Fig. 2. There are four elements 
(stations) in each airfoil row and two between adjacent rows. 
The stations between adjacent rows correspond to the traverse 
planes (1-5). The grid has radial divisions of 10 percent span 
out to 70 percent span and 5 percent divisions from there to 
the tip. The refined grid near the tip was required in order to 
describe accurately the strong gradients that occur due to rotor 
tip leakage. Figure 2 also shows the computed variation of the 
static pressure along the annulus hub and tip (plotted in line 
with the grid above). The measured data are also indicated by 
the symbols ( + ) . Groups of three symbols are shown for most 
cases (#0- These correspond to. the maximum, pitch wise 
average, and minimum static pressures measured on blade-to-
blade arrays of static pressure taps on the annulus at Stations 
3-6. In general the agreement between the computed and 
measured results is excellent. In most cases the computed 
value is within the measured maximum/minimum range and 
close to the average. The only exception is at the second rotor 
exit (Station 4) at the tip where the measured average is greater 
than the computed value by 0.03 (i.e., 3 percent of Vi pt/?„). 
The relatively large difference between the maximum and 
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Fig. 6 Two-stage compressor throughflow analysis, input second rotor 
exit, Station 4, (cllB) = 0.041, <j> = 0.45 and 0.51 

minimum static pressures at most locations is a good indica­
tion of the importance of determining a good pitchwise 
average value from measured data. 

The input to the throughflow analysis at the first stator exit 
is shown in Fig. 3. Spanwise distributions of deviation and 
blockage are shown for both the design condition ($ = 0.51) 
and for the near-stall condition (<£ = 0.45). This figure clearly 
shows the increases in deviation and blockage that occur near 
the first stator hub as the compressor was throttled down. The 
loss is from the first stator leading edge to the trailing edge but 
the flow angle and blockage plotted are for the downstream 
traverse plane at Station 3. The blockage profiles at the trail­
ing edge and at Station 3 were made identical and the angle 
distributions at the two locations differ only slightly. The 
measured data (symbols) as well as the actual distributions 
used in the calculation (curve) are both shown. The first stator 
loss profile was adjusted to provide agreement between the 
measured and computed distributions of absolute total 
pressure at Station 3. This agreement is shown in Fig. 4 along 
with the measured and computed static pressure distributions 
which are also in good agreement. The average and the 
minimum and maximum static pressures measured on the hub 
and tip at this station are plotted at 0 and 100 percent span. 
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Fig. 7 Two-stage compressor second-stage rotor exit, Station 4, {cllB) 
= 0.041, <4 = 0.45 and 0.51 

The area-averaged axial velocity (Cx • K) and relative yaw 
angle profiles at the first stator exit (Station 3) are shown in 
Fig. 5. The profiles are shown for both the design and near-
stall conditions. The measured and computed axial velocity at 
4> = 0.45 are in excellent agreement except near the hub. The 
agreement here is not as precise as what was achieved at the 
design condition due to the much higher blockage at the hub 
for the near-stall case (Fig. 3c). The relative yaw angle also 
shows a deterioration in the agreement between the measured 
and computed results at the lower flow coefficient, the dif­
ference being typically 2 deg out to 20 percent span. 

The input to the throughflow analysis at the second rotor 
exit (Station 4) is shown in Fig. 6. Here again the spanwise 
distributions of the measured data as well as the actual profiles 
used in the calculation are shown for loss, deviation, and 
blockage. The profiles for both the design condition (0 = 
0.51) and the near-stall condition (<j> = 0.45) are included in 
the figure. The main difference between the two flow condi­
tions is that at the near-stall condition the loss and deviation in 
the midspan region are considerably higher and the blockage 
near the hub is increased substantially. The large rotor tip 
clearance (cl/B = 0.041) has caused a region of locally high 
loss, deviation, and blockage. It is these distributions which 
necessitated the refined radial grid from 70 to 100 percent span 
(Fig. 2). Figure 7 shows the measured and computed axial 
velocity and absolute yaw angle at the second rotor exit. The 
axial velocity for both the design and near-stall cases is well 
predicted except very close to the hub and tip. 

The input to the throughflow analysis at the second stator 
exit is shown in Fig. 8 for both the design and near-stall flow 
conditions. There has been a significant increase in the loss 
due to the dramatic growth in hub corner stall. The stall has 
also caused an increase in deviation in the midspan region but 
a dramatic reduction in deviation (a considerable increase in 
turning) near the hub. The corner stall has caused a major in­
crease in blockage from 75 percent span to the hub and a small 
reduction in blockage near the tip. The axial flow speed and 
the relative yaw angle at the second stator exit are shown in 
Fig. 9. The axial velocity and the relative flow angle are shown 
for both flow coefficients. The axial velocity is well predicted 
except close to the hub and tip. The relative yaw is also 
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Fig. 8 Two-stage compressor throughflow analysis input, second-
stage stator exit, Station 5, (cllB) = 0.041, 4> = 0.45 and 0.51 

well predicted except in the hub region where large differences 
exist between the measured and computed results ( — 6 deg). In 
general, excellent agreement has been obtained at this stator 
exit station except near the hub where the blockage for this 
near-stall case is exceptionally high over a large fraction of the 
span (Fig. 8c). 

The second-stage rotor inlet and exit (Stations 3 and 4) 
relative total and static pressures are shown in the top half of 
Fig. 10. Similar absolute frame quantities for the second stator 
(Stations 4 and 5) are shown in the bottom half of Fig. 10. 
Because the rotor and stator loss are input the differences be­
tween the inlet and exit total pressures in Fig. 10 are identical 
with the measured values. The assessment of the prediction, 
then, is based on how well the inlet total pressure profiles are 
predicted. The agreement between the measured and com­
puted results is in general excellent. The static pressure profiles 
are in general well predicted as to level and trend. This sug­
gests that whereas the definition of blockage used in this 
assessment [8] cannot be defended on a formal basis, all the 
same it does appear to account for the major impact of 
blockage on the velocity and static pressure fields. 
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Fig. 10 Two-stage compressor throughflow analysis, second rotor and 
stator inlet and exit conditions, (cllB) = 0.041, <j> = 0.45 

Looking back over this assessment of throughflow theory 
(Figs. 2-10) one is led to the conclusion that, given the ade­
quate input, there is every expectation that a reasonably ac­
curate prediction will result and that the major inaccuracies 
will be in the endwall regions where blockage is high. This 
assessment represents a particularly challenging demonstra­
tion of the robust nature of throughflow theory because of the 
strongly three-dimensional flow mechanisms that were present 
in the data base due to the large rotor tip clearance [5] and due 
to the large region of hub corner stall, especially on the second 
stator [4]. 
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Two-Stage Compressor (Small Rotor Tip Clearance, 
cl/B = 0.007) 

A second set of data had been acquired on the two-stage 
compressor with the second-stage rotor running at a tip 
clearance which was much smaller than that which existed in 
the previous comparisons (cl/B = 0.007 versus 0.041). The 
relevance to the present assessment is that this reduced tip 
clearance produced a rotor exit flow field in which the three-
dimensional effects and the general distortion of the flow field 
were greatly reduced relative to the large clearance case. For 
this reason it is to be expected that the throughflow calculation 
will predict the measured flows more accurately than for the 
large clearance case. 

The computational grid and the computed flow path hub 
and tip static pressures for the small tip clearance case are 
shown in Fig. 11 along with the measured static pressures at 
Stations 3-6. The major difference between these results and 
those for the large clearance case (Fig. 2) occurs between the 
second-stage rotor and stator (Station 4). The measured data 
are changed only slightly relative to the large clearance case. 
The major difference is that the predicted static pressure at the 
tip is now in excellent agreement with the average measured 
static pressure. This improved agreement between the 
measured and computed rotor exit tip static pressure at the 
present near-stall condition is very similar to the results for the 
design point case [1,2]. Unlike the design point case, however, 
the present near-stall case also showed a variation in the rotor 
inlet hub and tip static pressures as the tip clearance was 
reduced. This can be seen by comparing Figs. 2 and 11 at Sta­
tion 3. At both the hub and the tip the measured static 
pressures are slightly lower (by typically ACp = 0.01). The 
computed value at the tip hasn't changed but at the hub the 
computed value has dropped significantly (ACp = 0.07). This 
lower hub static pressure is due to the higher hub blockage for 
the small clearance case. The hub blockage (1 -K) at Station 3 
increased from 0.20 (Fig. 3c) to 0.32 with the reduction in 
rotor tip clearance. 

In general, the comparisons between the measured and com­
puted results for the large and small second-stage rotor tip 
clearance cases demonstrated that increasing rotor tip 
clearance can complicate the flow by introducing strong three-
dimensional effects. Not surprisingly the throughflow analysis 
gave a more accurate prediction of the less complicated flows 
at the smaller tip clearance. 

Sensitivity Analysis 

A number of calculations have been carried out in order to 
determine the sensitivity of the computed results to specific 
details of the input data. A similar sensitivity analysis had 
been carried out at the design flow coefficient, 4> = 0.51 [1,2]. 
That analysis indicated several things which are summarized 
here: (1) The axial turning distribution within the airfoil rows 
had only a very weak impact outside of the airfoil rows; (2) 
since blockages were only measured at locations somewhat 
downstream of the airfoil trailing edges, i.e., at Stations 3, 4 
and 5, these measured profiles were used at the trailing edge 
plane. The sensitivity analysis showed this to be a useful and 
accurate assumption since a large increase (1.5 x ) in trailing 
edge blockage only had a significant impact at the trailing edge 
plane and practically no impact on the next downstream 
plane; (3) it was shown that replacing the measured spanwise 
distributions of blockage with a constant value (equal to the 
average at each plane) had a significant impact on the span-
wise distributions of static pressure and incidence; (4) airfoil 
mechanical blockage had little impact on the computed results 
outside of the airfoil rows; (5) the removal of all aerodynamic 
blockage caused a large change in the levels and spanwise 
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Fig. 11 Two-stage compressor throughflow analysis, (cllB) = 0.007, <t> 
= 0.45 

distributions of incidence and blockage. The distribution 
changes were very similar to those produced by simply using a 
spanwise constant blockage; (6) finally, it was also shown that 
for these low-speed cases a coarse grid (leading and trailing 
edge stations only) gave a surprisingly accurate result. 

The sensitivity analysis for the present near-stall case (4> = 
0.45) was carried out for the small rotor tip clearance (cl/B = 
0.007). In addition, it was focused purely on the effect of 
aerodynamic blockage. First, the impact of removing the 
aerodynamic blockage within the airfoil rows will be 
demonstrated. Second, the added effect of using a spanwise 
uniform aerodynamic blockage will be shown. Finally, a case 
will be run with no aerodynamic blockage, either within or 
between airfoil rows. In all cases the mechanical blockage due 
to airfoil thickness will be retained. 

Case A: No Aerodynamic Blockage Within Airfoil 
Rows. As discussed in [1, 2] some aerodynamic blockage 
had been added within the airfoil rows to produce a smooth 
transition from the high mechanical blockage at the 25 percent 
chord locations (9 to 13 percent) to the high aerodynamic 
blockage at the trailing edge planes (locally as high as 40 per­
cent, Fig. 8). Aerodynamic blockage was added between these 
two locations due to the relatively low mechanical blockage 
there (typically 2 to 7 percent). The aerodynamic blockage 
within the blade rows could be justified as simulating the 
blockage due to the hub corner stall and the rotor tip leakage 
(Fig. 1). The effect of removing this blockage was most signifi­
cant within the blade rows. Eliminating the blockage caused a 
pressure maximum on the hub within the first stator and also a 
slightly stronger local hub maximum within the second stator. 
The incidence change was extremely small over most of the 
span and the maximum change was less than one degree at the 
hub. The changes in static pressure were also small, reaching a 
maximum at the hub of typically ACp ~ 0.01. This is about 2 
percent of the stage static pressure rise. Thus, although the in­
clusion of aerodynamic blockage within the airfoil rows pro­
duces a smoother static pressure rise, it has only a relatively 
weak impact in the gaps between airfoil rows. 

Case B: No Aerodynamic Blockage Within Airfoil Rows 
and Spanwise Constant Aerodynamic Blockage Between Air­
foil Rows. The spanwise distributions of aerodynamic 
blockage input at the traverse planes (and at the trailing edge 
planes) vary strongly with span (Figs. 3c, 6c, and 8c). Since 
historically, spanwise distributions of blockage have not been 
available to the analyst it would be of value to know the 
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Fig. 13 Two-stage compressor throughflow analysis, (cllB) = 0.007, tj> 
= 0.45; Case C: no aerodynamic blockage 

magnitude of the errors incurred by simply using a constant 
value of blockage across the span. This was investigated by 
taking the spanwise mass-averaged aerodynamic blockage at 
the trailing edge, traverse, and leading edge planes from the 
base case (</> = 0.45, cl/B = 0.007) and substituting these con­
stant values from hub to tip at each axial station. At the first 
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stator trailing edge and at Station 3 a constant blockage of 6.8 
percent (K = 0.932) was used instead of the measured 
distribution (Fig. 3c). At the second rotor exit and at Station 4 
a constant value of 3.1 percent was used in place of the 
measured profile (Fig. 6c). At the second stator exit and at 
Station 5 a constant value of 11.3 percent was used in place of 
the measured profile which reached a maximum value of 39 
percent at the hub (Fig. 8c). As in Case A above, the 
aerodynamic blockage within the airfoil rows had also been 
eliminated. Figure 12 shows how this case differs from the 
base case in terms of the spanwise distributions of static 
pressure and incidence at the three traverse planes. The 
changes plotted represent Case B values minus the base case 
values. At the first and second stator exits (Stations 3 and 5) 
the changes are large in comparison to the changes at the 
second rotor exit (Station 4). This is due to the relatively low 
level of blockage at the rotor exit compared to the stator exits, 
3.1 percent versus 6.8 and 11.3 percent. The evidence for this 
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can also be seen in the blockage profiles for the large clearance 
case (Figs. 3c, 6c, and 8c). The high levels of blockage near the 
hub at the stator exit cause a major change to occur at the hub 
(Fig. 12) when they are replaced with a much lower constant 
value. For example, at the hub at the second stator exit the 
spanwise constant blockage has caused an increase in the hub 
static pressure (ACPS) of 0.10, or 29 percent of the stator exit 
dynamic pressure. It has also increased the relative flow angle 
(incidence on the downstream row) by about 4 deg. The con­
clusion here is that using the correct spanwise distribution of 
blockage is important in correctly predicting the flow. For this 
case there is a local 1 deg error in incidence for every 7 percent 
error in local blockage. From this comparison it is clear that 
the computed flows are sensitive to the spanwise distribution 
of aerodynamic blockage. The sensitivity to the level of 
blockage will be considered below in Case C. 

Case C: No Aerodynamic Blockage. As an assessment of a 
worst case condition in terms of blockage a calculation was 
carried out without any aerodynamic blockage (K = 1) either 
within or between airfoil rows. Since the impact of eliminating 
aerodyamic blockage within the airfoil rows was negligible, as 
demonstrated in Case A, the major impact of the present case 
will be in eliminating aerodynamic blockage between the air­
foil rows (at the trailing edge, traverse, and leading edge 
planes). The computed flowpath static pressure distribution is 
shown in Fig. 13. Comparison of these results with the base 
case (Fig. 11) shows that the elimination of blockage has had a 
major impact throughout the compressor and especially at the 
second stator trailing edge where the measured aerodynamic 
blockage had been large (39 percent near the hub). The com­
puted spanwise distributions of the second rotor and stator, 
inlet and exit, total and static pressures are compared with the 
measured distributions in Figs. 14(a) and 14(6). In addition, 
the differences between this prediction and the base case 
prediction of the spanwise distributions of the incidence on 
downstream airfoils and static pressure are shown in Fig. 14(c) 
and 14(d). The absence of blockage has caused significant er­
rors in the total and static pressures. At the first stator exit 
traverse plane (Station 3) Fig. 14(d) shows that the static 
pressure error (ACPS) reaches a maximum of about 0.10 and 
that at the second rotor exit traverse plane (Station 4) it is 
typically 0.08. At the second stator exit traverse plane (Station 
5) the static pressure error is typically 0.14 and it rises to 0.22 
at the hub. These errors correspond to 53 and 83 percent, 
respectively, of the second stator exit dynamic pressure. At 
this plane the computed incidence for a downstream rotor 
(Fig. 14c) would be in error by typically 5 deg and by 10 deg 
near the hub. The positive incidence error indicates a rotor 
relative inlet angle which is 10 deg too high. 

By comparing Case C (with no blockage) to Case B (with 
constant aerodynamic blockage between the airfoil rows) it is 
possible to isolate the effect of the level of aerodynamic 
blockage from the effect of the spanwise distribution of 
aerodynamic blockage. Comparing Figs. 12(a) and 12(6) (Case 
B) with Figs. 14(c) and 14(d) (Case C) indicates that the span-
wise distribution of aerodynamic blockage has a significant 
impact on the spanwise distributions of static pressure and in­
cidence and that the level of aerodynamic blockage has a 
significant impact on the levels of static pressure and in­
cidence. The differences between Cases B and C from the base 
case are very similar in spanwise variation but they are 
significantly different in level. In this qualitiative sense these 
results are identical to what was observed in the sensitivity 
analysis of the design point case [1, 2]. 

Conclusions 

An assessment of throughflow theory has been carried out 

by comparing the prediction of a modern finite element 
throughflow analysis with a benchmark data base acquired on 
a two-stage compressor operating at near-stall conditions. The 
benchmark data base was used to supply the aerodynamic in­
put required by the analysis including loss, deviation, and 
blockage. The following conclusions were drawn: 

1 It is essential to obtain an accurate pitchwise average of 
the hub and tip static pressures for comparison with a 
throughflow analysis. The circumferential variation can be a 
large fraction of the hub-to-tip difference (Figs. 2 and 11). 

2 Given adequate input, there is every expectation that a 
reasonably accurate prediction will result (Figs. 2-10). The 
major discrepancies occur near the endwalls where blockage is 
high. 

3 The description of aerodynamic blockage [8] used in this 
and the previous assessments [1-3] has produced an accurate 
prediction of most aspects of the flow field. 

4 The levels of blockage in the two-stage compressor in­
creased dramatically as the flow coefficient was reduced from 
the design value to the near-stall value. On the second stator 
the local hub blockage reached a maximum of 39 percent and 
extended out to 70 percent span (Fig. 8c). 

5 There has been a general deterioration in agreement be­
tween the measured and computed results in going from the 
design to the near-stall condition. This disagreement is most 
severe in regions of high blockage (e.g., Fig. 9). 

6 The measured and computed results were in closer agree­
ment for the case with the small rotor tip clearance than for 
the large clearance (Figs. 2 and 11). This is to be expected due 
to the more strongly three-dimensional nature of the flow with 
the large rotor tip clearance. 

7 For this low-speed flow case computed results at loca­
tions between adjacent airfoil rows were mainly dependent on 
the blockage profile at that location and only weakly de­
pendent on the blockage within the airfoil rows. 

8 The computed results are strongly dependent on the 
spanwise distribution of aerodynamic blockage. It was 
demonstrated that using the correct level of blockage but the 
wrong distribution (i.e., a constant) produced significant er­
rors in both static pressure and incidence (Fig. 12). At the 
second stator exit the local static pressure error was 30 percent 
of Q and the local incidence error was 4 deg. 

9 The spanwise distribution of aerodynamic blockage has 
a significant impact on the spanwise distributions of static 
pressure and incidence and the level of aerodynamic blockage 
has a significant impact on their levels (Figs. 12-14). At the 
second stator exit with all blockage removed the local static 
pressure error was 83 percent of Q and the local incidence er­
ror was as high as 10 deg. 

10 All of the various shortcomings of throughflow theory 
brought to light in this assessment are closely related to 
regions of high blockage. It appears that a more precise for­
mulation of throughflow theory will be required to resolve 
these difficulties. Such a formulation must include a formal 
treatment of the various averaging processes that are used to 
deal with the nonaxisymmetries that exist in the flow, i.e., the 
area-averaged continuity equation, the area-average radial 
momentum equation, and the mass flux weighted average con­
servation quantities (see for example [9]). 
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Stall Cell Development in an Axial 
Compressor 
An experimental investigation of stall inception and stall cell development in a 
single-stage axial compressor is described. The stall inception was found to be 
naturally nonrandom: By artificially perturbing the flow the inception could be ac­
curately fixed at a known location in the compressor. The stall cell was first detected 
behind the rotor at a small distance from the tip. The stall cell grew very rapidly in 
circumferential extent, but slowly in radial extent. After reaching the hub the cell 
decreased in size before reaching full development as a single full span rotating stall 
cell. Relationships between various parameters of the stall cell growth are presented. 
The growth is explained in terms of the cell blockage, and the mechanism for multi­
ple stall inception is discussed. 

Introduction 

Rotating stall remains a major problem in the design and 
operation of axial compressors. It restricts the operating 
range, indirectly reduces the efficiency (because of the need to 
provide a stall margin between the running line and the surge 
line), and may threaten the physical integrity of the com­
pressor. There has recently been a resurgence of interest in 
rotating stall, the work of Day et al. [1,2] inspiring a number 
of studies of the stall cell structure [3-5]. After the work of 
Greitzer [6, 7], and encouraged by the problem of "stagnation 
stall" in some recent aircraft gas turbines, many theoretical 
studies of the compressor system have also been reported. 

However, although stall inception has received considerable 
theoretical treatment, the basic mechanism for inception has 
still to be elucidated. A description of stall inception is re­
quired to provide a model for numerical methods, and to 
enable more accurate correlations for the stall point. While the 
prediction of the stalling flow rate and pressure rise of a com­
pressor system and the details of the fully developed stall cell 
have been the subject of many studies, very little experimental 
work has been reported on the inception and development of 
the stall cell. 

The steps in the stall initiation sequence can be classified in 
the following way: As the throttle is closed on an axial com­
pressor, the flow rate will decrease and the pressure rise in­
crease until the compressor is on the point of stall. A further 
reduction in flow rate will cause stall inception: here "stall in­
ception" is used to describe only the process which starts the 
sequence of events leading to rotating stall. The stall inception 
is followed by the "stall cell development," a period of 
typically ten rotor revolutions during which the stall cell grows 
from a very small cell to "fully developed rotating stall." 

The literature on stall inception and stall cell development is 
minimal. Lakwani and Marsh [8, 9] give the time for stall cell 
growth as seven to ten revolutions on an isolated rotor, but 
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make no measurements during the stall cell development. 
Greitzer [6] shows the change in stall cell angular extent with 
time after inception to give the timescale for the stall transient 
in a discussion of the compressor system instability. The work 
that has been found most relevant to stall cell development is 
that of Emmons et al. [10], which gave the classic explanation 
for stall propagation. Although the basic concept forms only 
one paragraph of their paper, the ideas will be shown to ex­
plain most of the observed features of the stall cell growth. 

The nature of stall inception has also been treated in papers 
on the effect of casing treatment and tip clearance on com­
pressor performance. A number of mechanisms for stall in­
ception have been proposed: Blade stall (limiting incidence on 
a bladerow) was first proposed by Emmons et al. [10] as the 
basic mechanism for propagating stall. Wall stall, the separa­
tion of the annulus boundary layer, has been discussed by 
Greitzer et al. [11]. The relationship between blade stall and 
wall stall has also been described in terms of blockage behind 
the rotor tip by Smith and Cumpsty [12]. Freeman [13] has 
taken the results of Smith and Cumpsty and related them to 
some early measurements from the current program [14], and 
suggested that stall inception may be due to collapse of the tip 
clearance vortex. 

The primary goal of the research work described here was to 
elucidate the detailed fluid mechanics of the stall inception. 
This has proved difficult due to the problems associated with 
locating and identifying the stall cell at, or shortly after, incep­
tion. In the course of the investigations a number of tech­
niques for examining stall inception were developed. The basic 
approach was to develop a method for capturing the develop­
ing stall cell, and examine a large number of stall inception 
events. The results of this work showed that many features of 
the stall inception were naturally nonrandom due to small 
discrepancies in the blading. By making adjustments to the 
blading and blockage in the rig it was found possible to fix the 
inception to a known rotor blade and annulus position, thus 
opening the way to future detailed measurements of stall in­
ception itself. 

The second objective of the research was to provide a basic 
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description of the stall cell development. Precise relationships 
for the important parameters of the stall cell development 
were not sought, and the experimental procedure was intended 
to give an overview of the features rather than detailed 
measurements of the flow structure. For this reason the ex­
perimental approach was relatively simple, relying on the 
analysis of a large amount of basic data. The results give some 
graphic impressions of the stall cell development and some 
qualitative relationships between the main parameters. 

A basic description of the stall cell development is proposed 
to explain the experimental observations, which include the 
delay between inception and the initial stall cell deceleration, 
the rapid circumferential growth compared to the radial 
growth, and the stability of the part-span stall cell during the 
middle stages of the development. The blockage model of Em­
mons et al. [10] can be used to explain many of the features of 
the cell. An interesting application of, and supporting 
evidence for, the blockage model is given in an analysis of 
secondary stall inception. 

Experiment 

In this section the rig and instrumentation are described, 
followed by a brief discussion of the steady-state performance 
which has relevance to the stall inception. The problems of in­
vestigating stall inception are then discussed in more detail and 
related to a description of the experimental techniques and in­
terpretation of the results. 

A large single-stage compressor of 0.7 hub-tip ratio was 
used for the project. The stage was intended to model the 
behavior of a modern aircraft high-pressure compressor stage 
at low speed. There were 51 blades on the rotor and 36 on the 
stator, giving midspan solidities of 1.43 and 1.01, respectively. 
The outer diameter of the rig is 1.524 m and the blades were 
228.6 mm long. The rotor and stator were of C4 section on a 
circular arc camber line, with chords of 110 mm and 114.6 
mm, respectively. The design was free vortex at a flow coeffi­
cient of 0.6; the rotor speed was 500 rpm. The air is drawn in 
through a bellmouth with a 6.6:1 contraction ratio into a 
parallel annulus. The hub bullet is supported by fifteen 6 mm 
struts upstream of the rotor and 50 mm struts downstream of 
the stator. An annular diffuser precedes the throttle, which is 
formed of 12 flat vanes. 

The rig and steady-state performance have been described in 
more detail by Dong et al. [16] and Jackson [14]. The most im­
portant features with respect to the stall inception are the 
loading levels along the blade span. The diffusion factor 
decreases from hub to tip on both rotor (0.63 to 0.5) and 
stator (0.65 to 0.58) at the stall point; the stator is more highly 
loaded than the rotor. This would suggest a likelihood of 
separation and thus the probability that the stall would initiate 
at the stator hub. The region of separation that was found 
even at the peak efficiency flow coefficient of 0.55 is reported 
and discussed by Dong et al. [16]. However, it will be shown, 
from direct measurement of the stall inception, that the stall 
was first detected near the rotor tip, notwithstanding the 
greater diffusion factors elsewhere. 

The instrumentation comprised a number of standard con­
stant temperature hot-wire anemometers. These were posi­
tioned with one wire upstream of the rotor and up to six ar­
rayed radially behind the rotor, and sometimes one wire 
downstream of the stator. For a standard hot-wire probe the 
variation in apparent velocity with yaw angle relative to the 
true velocity is within 10 percent of the cosine of the yaw angle 
for angles of less than 60 deg. By mounting the wires perpen­
dicular to the axial and radial directions, the magnitude of the 
axial velocity could be measured with acceptable accuracy pro­
vided the radial velocity could be assumed small. However, 
reverse flow could not be differentiated by this method, but 
had to be inferred in stall cells where the velocity passed 

through zero. Reverse flow regions were found in fully 
developed stall cells and also within the stall cell during stall 
cell development. 

At the outset the experimental method adopted was based 
on the assumption that the location of the stall inception was 
likely to be random within a particular blade row, occurring at 
an unknown time. Conventional ensemble averaging tech­
niques cannot be used during the stall inception and stall cell 
development because the cell is not periodic in size or speed. 
Because of the likely randomness in position it was also not 
possible to ensemble across stall events. Thus the data had to 
be examined in a relatively unprocessed and thus unfamiliar 
form, with the turbulence and random unsteadiness masking 
the stall inception. The flow is generally nonsteady and the 
first clear evidence of stall occurs long after its inception when 
the cell is quite large; the inception event is not 
distinguishable, without guidance, from the background 
unsteadiness. 

The results were acquired by a computer via an analog-to-
digital converter, using a continuous recording routine to 
remove the uncertainty in the time of the inception. The com­
pressor would be run in its unstalled condition with the data 
logging program operating. The throttle would then be 
closed very slowly so that the compressor operating point was 
essentially steady and throttle changes of the period of data 
collection could be ignored. The leading edge of the first stall 
cell of appreciable size was detected using a hot wire upsteam 
of the rotor. The data were then stored with a predetermined 
amount of data recorded on either side of the trigger. In this 
way attention could be focused on the inception, using a high 
logging frequency and short time after the trigger; or on the 
stall cell development, using a low logging frequency and 
recording most of the results after the first detected cell. The 
data were filtered at half the logging frequency to avoid alias­
ing, according to the Nyquist criterion; to produce low fre­
quency results the data were also digitally filtered during 
processing. 

A number of stall events were recorded in each experimental 
series, so that the repeatability of the stall inception could be 
analyzed. A small magnet was buried in the tip of one rotor 
blade to provide a once-per-rev pulse, which enabled the rotor 
position to be related to the instrumentation and the develop­
ing stall cell. Results from downstream of the rotor were 
unsteady, and the edges of the stall cell could not be 
distinguished clearly. For this reason, a single hot wire 
upstream of the rotor was used to provide quantitative 
measurements of the position of the stall cell relative to the 
rotor trigger pulse, the period of revolution of the stall cell and 
the circumferential extent of the stall cell. A second upstream 
wire at a different circumferential location was used to 
estimate the speed of the stall cell. The radial array of wires 
downstream of the rotor was used to determine the radial ex­
tent of the cell, and to investigate the nature of the inception. 

Stall Inception 

A typical set of results is presented in Fig. 1. The approx­
imate axial velocities from six hot wires positioned (reading 
from the top): behind the stator, 0.131 span from the hub; 
behind the rotor at 0.488, 0.751, 0.882, and 0.969 span from 
the hub; and upstream of the rotor 0.869 span from the hub. 
The stall cell is first detected at time 1, extending over 14 per­
cent of the circumference - about seven rotor blade pitches. 
The stall cell is most clearly visible downstream of the rotor at 
0.882 and 0.751 span. At 0.969 and 0.488 span there are local 
increases in flow rate, which may be due to the blockage of the 
developing stall cell. There is no indication of stall behind the 
stator hub. 

A second appearance of the stall cell at time 2 shows that 
the cell has developed much further. A local increase in the 
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Fig. 2 Stall inception observed at high frequency, showing the stall 
cell shortly after inception 

flow rate as the cell approaches is most apparent 0.969 span 
downstream of the rotor. This is due to the upstream flow be­
ing turned by the blockage of the stall cell, as described by 
Emmons et al. [10]: A slight decrease in the flow rate at the 
trailing edge of the cell (where the rotor is stalling) can be 
observed downstream of the rotor. At time 2 the cell has ex­
tended beyond midspan and has been detected downstream of 
the stator near the hub. 

A third appearance of the cell at time 3 is preceded by a 

'MT^ 

t -4fcr— 

OJ 
O 

k- 0 .5 

r o t o r : 0.444 span 

\««^"* 

yj*v* !" - ' * r«w*" y~ 

rotor : 0.882 span 

upstream : 0.869 span 

Time - Record Length 0.667 seconds 

Fig. 3 Two stall events recorded from the same series, showing 
repeatable features 

small secondary stall cell which has little circumferential ex­
tent but reaches over more than half the span in radial extent. 
(This phenomenon is not due to reversed flow, but rather to 
the formation of a second stall cell, and is discussed in detail 
later.) The flow rate outside the stall cell has increased: This 
can be seen upstream of the rotor as an increase in axial veloci­
ty, and downstream of the rotor as a decrease in the depth of 
the blade wakes. At 0.969 span downstream of the rotor there 
is a dramatic increase in the mean axial velocity as the annulus 
boundary layer becomes thinner due to the increased unstalled 
flow rate. 

The data shown in Fig. 1 are typical of several hundred stall 
events that have been studied on the compressor. In most cases 
the stall cell started near the tip, and a single full-span rotating 
stall always resulted. (There was evidence for stall at the stator 
hub in only two cases. The evidence for stall inception on the 
rotor near the tip was overwhelming.) Figure 2 shows high-
frequency measurements of a stall cell shortly after stall incep­
tion. The stall cell is clearly visible at time 2, extending 
through the annulus boundary layer and affecting the flow 
behind the stator. The stall cell is detected earlier at time 1, but 
only on wires located downstream of the rotor at 0.926 and 
0.882 span. The circumferential influence of the cell appears 
to be two to three blade pitches, but the radial development is 
very limited. There is no evidence of the cell at 0.969 span, 
which suggests that the inception mechanism is not related to 
annulus boundary layer separation. 

The standard experimental sequence for investigating stall 
inception was to take ten sets of results for given probe posi­
tions and logging frequency, in order to observe any 
repeatable features of the stall cells among the background 
unsteadiness. During the course of such investigations it was 
noted that results from different stall events were sometimes 
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much alike. Figure 3 shows limited results from two stall 
events from the same series. The most significant features are 
the similar size of the stall cell at first detection and the posi­
tion of the rotor trigger relative to the stall cell. These features 
suggest the same rotor blade and circumferential position for 
the inception. In addition, the rotational speed to the second 
appearance is the same, and even the larger features of the 
unsteadiness within the stall cell are the same. The effect of 
overlaying the full results is uncanny, suggesting a highly 
repeatable process with a small amount of unsteadiness rather 
than a random process. 

Nine of the ten results in this series showed the stall cell at 
the same position relative to the rotor, with some variation in 
the stall cell size. This suggested that there was a tendency 
within the compressor for stall to initiate on one rotor blade at 
a small number of circumferential positions. The level of 
distortion required to fix the position of the stall inception 
uniquely was then investigated. 

In order to fix the inception in the stationary frame of 
reference, a wire mesh (of solidity 0.392) was used to reduce 
the flow through a single stator passage, thus causing a distor­
tion to the flow and forcing the rotor to work at a lower local 
flow coefficient. The stagger of a single rotor blade was re­
duced in order to increase the flow incidence onto the blade 
and hence the likelihood of fixing the inception at that 
(known) blade. A systematic series of tests directed to reduc­
ing the distortion required to fix the inception is described in 
detail in [14]. If the blade stagger was reduced too much then 
multiple stalling resulted, but if the change in stagger was in­
sufficient, then the inception occurred on more than one 
blade, showing a preference due to small differences in the 
blading. In the best results all ten stall events had the same 
measured lag with a small scatter. With such a high degree of 
repeatability, ensemble averaging across the stall events might 
be possible with sufficient computing power. 

Although the stall inception was fixed in the stationary 
frame of reference, it has not proved possible to move the in­
ception around the circumference. A series of experiments to 
validate the effect of moving the stator mesh around the cir­
cumference gave inconclusive results: In all the experiments 
the position of the stall cell relative to the rotor and size of the 
cell at first appearance remained constant. This was perhaps 
caused by a distortion within the compressor greater than that 
produced by the mesh. Such a distortion might be caused by 
dirt in the intake screens, inlet distortion (perhaps a ground 
vortex), the hub support struts, or variable tip clearance on the 
stator blades at the hub [16]. 

Given sufficient distortion of the flow and restaggering a 
single blade, the stall inception could be fixed in both rotor 
and stator frames of reference. The stall inception could be 
moved from one blade to another by changing the individual 
blade staggers: The decrease in stagger required varied from 
blade to blade as stall occurred preferentially on some parts of 
the rotor. The overall impression of the investigation was that 
the stall inception was not random, but was strongly influ­
enced by small discrepancies in the blading. 

Stall Cell Development 

Figure 4 shows velocity traces from seven hot wires during 
the stall transient; the positions of the hot wires from the hub 
are shown on the figure. The lowest record is the axial velocity 
from a single hot wire located one axial chord upstream of the 
rotor, 0.869 span from the hub, just outside the annulus 
boundary layer. A rake of hot wires was mounted 1.7 axial 
chords downstream of the rotor. The record length is 2 s, and 
the data have been digitally filtered at 50 Hz to remove the 
unsteadiness due to the blade passing frequency. The positions 
of the rotor trigger and appearances of the stall cell are noted 
on the horizontal axis. 
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a t .36 5 span 

a t .541 span 

•earn a t .738 span 

•earn a t .B91 span 

Upatream at .869 span 

~ i — i — i — i — r — i — 
3 4 5 

~1 1 1 
6 7 

Time Axis - Record length 2 seconds 
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Fig. 4 Stall inception and stall cell development, filtered to remove 
blade passing frequency 

At time 1 the cell is recorded upstream of the rotor and at 
0.891 and 0.738 span downstream of the rotor. There is also a 
small increase in the flow at 0.541 span, caused by the 
blockage of the small stage cell. At time 2 the stall cell has in­
creased in size and developed radially to 0.365 span, with the 
blockage causing an increase in flow at the hub. At time 3 the 
stall cell is fairly well developed at the tip and has extended to 
about 0.213 span. There is a dramatic increase in the local 
flow rate near the hub, but the flow pattern suggests that the 
stall cell has not yet extended to the hub, but rather that the 
blockage caused by the part-span stall cell has caused an in­
crease in the flow rate near the hub. 

At time 4 the stall cell has reached the hub, after about six 
rotor revolutions from inception. There is a considerable 
decrease in the stall cell speed observed by a stationary 
observer because the larger stall cell rotates faster relative to 
the rotor, suggesting that the mechanism for propagation has 
been strengthened as the fully developed stall cell becomes 
established. At time 5 the shape of the stall cell indicates that 
the stall cell has reached full development. The overall se­
quence (which has been observed in many stall events) is: (a) 
inception at a small distance from the rotor tip; (b) growth of 
a part-span stall cell with the stall cell increasing in cir­
cumferential, radial and axial extent while decelerating from 
near rotor speed at inception down to about 34 percent of the 
rotor speed, until it forms (c) a single fully developed full-span 
rotating stall cell. 

Figure 5 gives an alternative presentation of the same 
results: The edges of the cell have been estimated to be where 
the local velocity is more than 2 m/s above or below the axial 
velocity of the flow outside the stall cell. The stall cell cir­
cumferential extent has been estimated as a fraction of the 
stall cell period of rotation from Fig. 4. This is an approxima­
tion because the stall cell decelerates during its development 
and the probes are located at only a single circumferential 
position. However the extremely rapid circumferential 
development compared to radial development and the transi-
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Second Appearance. Third Appearance. 

Fourth Appearance. Fifth Appearance. 

Fig. 5 The compressor annulus showing the stall cell from Fig. A at its 
second to fifth appearances 

tion from part-span to full-span stall are clear in this view. 
When the stall cell reaches the hub and forms a full-span cell 
the circumferential extent decreases. 

Figure 6 shows the variation of the stall cell mean speed and 
size with time. The time at inception has been estimated for 
ten stall events of which Fig. 4 shows one, and the figure is in­
tended to show the trend rather than detailed results. The stall 
cell speed is the reciprocal of the period of rotation, and is 
thus the average speed over one revolution. The speed drops 
steadily from around 76 percent of the rotor speed over its 
first revolution to 34 percent of the rotor speed at full develop­
ment after about eight rotor revolutions after inception. 

The stall cell size increases rapidly to about 40 percent of the 
circumference (defined as rotor period divided by the stall cell 
period). The stall cell size (measured by a single wire upstream 
of the rotor) drops slightly before rising to about 44 percent of 
the circumference at the stall throttle setting. 

Figure 7 shows the stall cell speed plotted against the stall 
cell size. Here it is clear that the stall cell speed is not a func­
tion of the cell size when the cell extends over more than 25 
percent of the annulus. The results from a single stall event 
(Fig. 4) are highlighted (solid circles) in order to show the 
variation through the stall cell development. By reference to 
Fig. 4, it can be seen that the stall cell size and speed fall when 
the stall cell reaches the hub. A reduction in speed in the sta­
tionary frame of reference is equivalent to an increase in speed 
relative to the rotor. The driving mechanism for the propaga­
tion of the stall cell has been strengthened. This is possibly due 
to the "active" cell becoming established across the span. 

With a second hot wire upstream of the rotor circumferen-
tially displayed from the first, the stall cell speed can be 
measured more accurately. The crosses on Fig. 7 show the 
speed measured with two upstream sensors at 108 deg separa­
tion, for the earliest part of the development. The inception 
time could not be determined with sufficient accuracy to plot 
these results against time, so the stall cell size is used as the 
abscissa. When first detected the stall cell speed is 95 percent 
of the rotor speed. After inception, the stall cell begins to ex­
tend by stalling at its trailing edge, but at the leading edge 
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Fig. 6 Variation of the stall cell speed and size with time after 
inception 
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Fig. 7 Variation of the stall cell speed with stall cell size 

unstalling will not begin until there is sufficient blockage to 
turn the flow upstream of the rotor. Thus the leading edge of 
the stall cell will rotate at the rotor speed for a time, which is 
estimated to be about 0.5 rotor revolutions. Once the leading 
edge on the rotor has begun to unstall there is a rapid decelera­
tion to around 61 percent of the rotor speed, after which the 
speed is constant until the stall cell reaches the hub. (No data 
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Initial Unstahie Stable Consolidation Final settling period 
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of cell stall cell stall cell stall cell 

Fig. 8 A typical sequence of events leading from unstalled flow 
through stall inception and stall cell development to fully developed 
rotating stall 

are available for the later stages of development.) In the later 
stages of the part-span stall cell development the deceleration 
is very slow, and the speed measured over one revolution is 
similar to that measured over 108 deg. Thus the approxima­
tion involved in plotting Figs. 5 and 6 is valid for much of the 
stall cell development. 

Discussion 

The basic features of the stall cell development can be ex­
plained in the following way: 

After the stall inception a small stall cell will be formed at 
about 90 percent span which might have a radial extent of 10 
percent of the span and a circumferential extent of one blade 
pitch. The embryo cell is rotating at the rotor speed (Fig. 7). 
The flow is diverted around the small cell, causing an increase 
in the local flow rate above and below the cell, and also turn­
ing the flow at the leading and trailing edges of the cell. 

As explained by Emmons et al. [10], rotor blades will show 
a reduced tendency to stall at the leading edge of the cell, and 
an increased tendency to stall at the trailing edge. The 
blockage provides a driving mechanism in the circumferential 
direction without a similar effect in the radial direction, so 
that the stall cell grows much more rapidly in the circumferen­
tial direction than in the radial direction (Fig. 5). Because of 
the hysteresis between stalling and unstalling for an individual 
blade, there will be a delay between the inception and the cell 
beginning to rotate relative to the rotor: Unstalling will not 
begin until the flow upstream of the rotor has been turned suf­
ficiently by the cell blockage. Thus the stall cell speed 
(measured at the leading edge) will be the same as the rotor 
speed for a period which has been estimated to be as much as 
0.5 rotor revolution after inception. 

Figure 8 outlines the sequence of events, with a typical 
timescale also indicated. Once the stall cell has begun to 
decelerate and has extended to the tip, the development pro­
ceeds steadily toward the hub. During the early stages of the 
development growth is rapid, and the cell decelerates rapidly 
after separating from the inception blade: The stall cell might 
be described as an "unstable" part-span stall cell during this 
period (0.5 to 2.5 rotor revolutions after inception). As the cell 
approaches the hub, the flow between the cell and the hub may 
tend to inhibit the development of the cell, which thus forms a 
"stable" part-span cell, where the cell speed varies only slowly 
(Fig. 7). After about four rotor revolutions after inception the 
stall cell reaches the hub, and accelerates relative to the rotor. 
The cell size decreases slightly before approaching the final 
size which is determined by the throttle setting. A fully 
developed full-span rotating stall cell is formed after about 
five cell revolutions from inception, eight to ten rotor 
revolutions. 

Day and Cumpsty [9] have shown that the blockage model 
does not apply to the fully developed stall cell; thus during the 

t=4.5T t=5T 

t - TIME T - Rotor revolutions 

Fig. 9 Graphic description of multiple stall inception and the resulting 
interaction of the stall cells 

stall cell development the cell changes from a "passive" cell, 
where the presence of the cell within the compressor is 
primarily to block the flow, to an "active" cell, where the 
flow within the stall cell dominates the compressor perfor­
mance. The appearance of the flow within the developing stall 
cell (Fig. 4) suggests that this does not reach completion before 
the cell covers the whole span. The flow within the stall cell 
must drive the radial growth of the cell, because the effect of 
the cell blockage is to raise the velocity near the hub and to in­
hibit the radial growth. However, although the flow is clearly 
very complex, it is suggested that the development of the stall 
cell can be largely explained by using the concept of cell 
blockage first described by Emmons et al. [10]. 

Supporting Evidence - Multiple Stall Inception 

Further evidence for the effects of the stall cell blockage can 
be gained from a study of multiple stall inception. In many 
stall events more than one stall cell was formed at some stage 
in the development, although only one cell resulted at full 
development. The type of multiple stall most often seen was 
due to repeat stalling on the inception blade. This was par­
ticularly apparent when a blade was restaggered to induce stall 
inception if the amount of restagger was larger than needed to 
fix the stall [14]. The sequence of events is illustrated in Fig. 9. 

Inception occurs on a rotor blade Y, Fig. 9(a). As the cell 
develops it lags behind Y as the cell speed falls below the rotor 
speed, Fig. 9(b). Due to the blockage caused by the cell, blade 
Y will be able to operate unstalled as it moves out of the cell. 
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Record length 0.667 seconds 

Hotwire at 0.969 span 

Fig. 10 Inception and interaction of two stall cells, observed from 
upstream of the rotor 

However, once the stall cell has moved far enough away from 
blade Y, the local flow rate will no longer be raised by the cell 
blockage and blade Y may stall again, Fig. 9(c). The first cell 
(1) is rotating at about 70 percent of the rotor speed and the 
new cell (2) is initially rotating at the rotor speed. Thus cell 2 
will begin to catch up with cell 1, Figs. 9(c-f). Both the stalling 
and unstalling at the stall cell boundaries are driven by the 
blockage of the stall cells, and when cell 2 catches up with cell 
1, the combined blockage will tend to increase the local flow 
rate between the two cells. The unstalling mechanism at the 
leading edge of cell 2 will be strengthened, but otherwise the 
cell will be unaffected. However, stalling will be inhibited at 
the trailing edge of cell 1, and cell 1 will decrease in size (Fig. 
9/, g). As cell 1 becomes smaller it may coalesce with cell 2, or 
it may move away from cell 2 as its speed increases, Fig. 9(h). 
The sequence could then be repeated, but usually the unstalled 
flow rate has increased sufficiently to inhibit the development 
of small cells. Thus the cell that was initially formed (cell 1) 
will decay as cell 2 approaches full development (Fig. 9g). 

Figure 10 gives experimental evidence of the sequence of 
events described above, with the two cells merging as cell 1 
decays. Other examples of secondary inception are described 
in [14]. The most common example is when a second or third 
cell is formed at a late stage of the development (Fig. 1). 
Secondary cells often develop more rapidly in the radial direc­
tion as their circumferential growth is inhibited by the increas­
ing unstalled flow rate and the presence of the primary cells, 
which rapidly eliminates the small cells. 

The main reason for presenting and discussing Figs. 9 and 
10 is to show how the cell blockage, in conjunction with ex­
perimental observations of the stall cell speed, can be used to 
explain the events following multiple stall inception within the 
single-stage compressor. This in turn strengthens the case for 
viewing the blockage of the small stall cell as the driving 
mechanism for the circumferential growth during the early 
stages of stall cell development. 

Concluding Remarks 

Observations of a large number of stall events have revealed 
that the stall was not stochastic. A study of stall inception has 
revealed that the stall is naturally located on a few rotor blades 
and annulus positions. With small perturbations to the com­
pressor blading, it was found possible to fix stall inception to a 
known blade and annulus position, thus opening a new tech­
nique for the investigation of stall inception. Stall inception 
was initially observed to grow from near the tip, but detailed 
measurements have shown that the largest disturbance was at 
about 10 percent span from the tip. The early growth of the 
stall cell also showed signs of being highly repeatable and it 
was this which made it possible to detect the stall point and to 
study the fixing of the stall inception. 

After the inception, the stall cell circumferential growth is 

driven by the blockage effect first described by Emmons et al. 
[10]. The leading edge of the cell rotates with the stalling blade 
for a short time before the blockage upstream is sufficient to 
reduce the incidence onto the stalling blade sufficiently to in­
itiate unstalling. The stall cell then rotates as a part-span stall 
cell, growing more rapidly in circumferential than radial ex­
tent. The cell speed decreases as the cell grows in size. The stall 
cell is fairly stable as it approaches full-span development. 
Once the stall cell reaches the hub it decreases slightly in size; 
as this occurs there is a rapid deceleration. After about five 
stall cell revolutions a fully developed full-span rotating stall 
cell was formed. 

The blockage effect can be used to explain many of the 
features of the stall cell development, for example the delay 
before the stalling blade first unstalls, and the rapid cir­
cumferential growth compared to the slower radial growth. A 
further application is to the multiple stall mechanism, where 
the second cell to initiate may reach full development at the ex­
pense of the first. 

Further work on the stall inception is now in progress at the 
Whittle Laboratory. It is hoped that these results will 
stimulate research work on an interesting and relatively unex­
plored aspect of rotating stall. 
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Unsteady Aerodynamic 
Measurements on a Rotating 
Compressor Blade Row at Low 
Mach Number1 

An experiment was conducted on a heavily instrumented isolated model compressor 
rotor to study the unsteady aerodynamic response of the blade row to a controlled 
pitching oscillation of all blades in an undistortedflow, and to a circumferential in­
let flow distortion with nonoscillating blades. To accomplish this, miniature 
pressure transducers were embedded in the blades and the unsteady pressure time 
histories were recorded. Both phases of the experiment were performed over a wide 
range of flow coefficient, from Cx/Um =0.6 to 0.95 in 0.05 steps, and data were 
taken at each condition for sinusoidal disturbances characterized by one, two, and 
four per revolution waves. Steady-state data were acquired for flow coefficients 
from 0.55 to 0.99 in 0.05 steps. In this paper the steady and unsteady results of the 
portion of this experiment dealing with oscillating blades are compared with 
analytical predictions, and the steady results are compared with experimental data 
from previous work. Although the model blades were instrumented at five spanwise 
stations, only the midspan measurements will be presented herein. The measured 
pressures for nonoscillating blades were in good agreement with the steady potential 
flow predictions (and with previous steady experimental data) when the measured 
exit angle was imposed as the downstream boundary condition for the analysis. It 
was found that a quasi-steady approach yielded marginally acceptable agreement 
with the experimental results for the lowest frequency tested. For the higher reduced 
frequencies, the experimental data could not be modeled in this manner. In contrast, 
a comparison of the measurements with the Verdon-Caspar unsteady potential flow 
theory produced generally good agreement except near the leading edge at high 
mean incidence {i.e., at low flow coefficient). At high incidence the blades in this 
experiment had very high steady pressure gradients near the leading edge and it is 
suspected that this may be responsible for the lack of agreement. The agreement was 
somewhat better at the higher frequencies. 

Introduction 

The aim of all compressor rotor design systems is to provide 
a rational set of rules and criteria to maximize rotor perfor­
mance within a safe operating regime. A necessary constituent 
of performance and safety is the predictability of unsteady 
aerodynamic blade response, both to outside stimuli and to 
self-excitation. Theoretical treatments of this type of problem 
require that certain assumptions be made to simplify the 
mathematical model (e.g., the assumption of two-dimensional 
potential flow is common). Similarly, experimental investiga-
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tions often require that the experiment be run at lower speeds 
or in a larger scale to provide the necessary instrumentation 
capability. Full-scale tests typically permit only sparse in­
strumentation without alteration of the normal flow patterns. 
Thus, when the theory, model experiment, and full-scale 
measurements do not agree, it is not clear where the inac­
curacy lies. 

Several programs have been undertaken to address this 
problem. Theoretical studies have ranged from a linear blade 
row analysis in distorted flow (Adamczyk and Carta, 1973) to 
several nonlinear-based analyses of oscillating thick blades 
with camber (cf. Verdon et al., 1975; Verdon and Caspar, 
1980; Verdon and Usab, 1986; Atassi and Akai, 1980). Linear 
cascade tests have been performed for several years to measure 
the unsteady response of oscillating two-dimensional blades 
(Carta and St. Hilaire, 1978, 1980; Fleeter et al., 1977; 
Boldman and Buggele, 1978) and to verify such experiments 
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by measuring the periodicity along the cascade leading edge
(Carta, 1982, 1983). rhe last study was significant because it
also provided a mutual validation of the Verdon and Caspar
(1980) theory and the cascade experiment. Several unsteady
rotor experiments have been performed at the United
Technologies Research Center (UTRC). An initial program
was run by Hardin (1978) under AFOSR sponsorship to
generate a sinusoidal distortion pattern and to make limited
measurements of the unsteady blade response using miniature
pressure transducers. (This was a precursor to the experiment
reported on herein.) In addition, a number of steady-state
rotor experiments have been run by Dring et al. (1979, 1982)
on the same model rotor and these provide a large well­
documented body of steady baseline data for the current
experiment.

Most of the work cited above was necessarily limited in
scope, and in only a few instances was it possible to provide
validation data. The original objective of this work was to ad­
dress this need by providing unsteady rotating frame data
from an extensive spanwise and chordwise array of pressure
transducers, and to generate these data by two related stimuli:
all blades oscillating in pitch in a uniform stream, and
sinusoidal distortion of the flow approaching a nonoscillating
blade row. This paper is based in part on a three-volume
report to AFOSR (Hardin and Carta, 1985, 1986a, 1986b)
documenting this effort. This experiment is believed to repre­
sent the first comprehensive study of the unsteady
aerodynamics of a rotating multiblade system in which on­
rotor measurements were made of the surface pressure and
skin friction responses to the two cited disturbances, and in
which comparisons were made with an appropriate
aerodynamic theory. The current paper will deal only with the
pressure measurements from the midspan measuring station
for the pitching oscillations and their comparison with
unsteady theory.

Experimental Equipment and Procedures

A series of unsteady aerodynamic experiments were carried
out on an isolated rotor blade row model at UTRC in a Large­
Scale Rotating Rig designated LSRR2. This is the second of
two such rigs, identical in many respects to LSRR1, which was
the vehicle for the steady-state experiments carried out on the
same model geometry by Dring et al. (1982). In brief, air
enters LSRR2 through a 12-ft-dia bellmouth fitted with 6-in.
aluminum honeycomb at the inlet face to remove crossflow ef­
fects. The inlet contracts smoothly to the constant 5-ft outside
diameter of the test section and the air passes through a series

---- Nomenclature

Fig. 1 Model rotor, partially disassembled

of fine mesh screens prior to entering the model blade row.
The model section exhausts into a dump diffuser which houses
the rotor drive motor (a variable speed d-c electric motor,
rated at 200 hp (149 kW) and capable of speed regulation
within ±0.1 rpm). The flow exhausts to the atmosphere
through a centrifugal fan mounted downstream of the dump
diffuser and equipped with a vortex valve for flow control.
This is needed to offset any pressure drops through the
system.

The isolated compressor model rotor is shown, partially
disassembled, in Fig. 1. The model is 5 ft (1.52 m) in diameter,
has a hUb-to-tip ratio of 0.8, and consists of a single row of 28
blades. At the nominal operating condition of 510 rpm the
Reynolds number, based on a 6-in. (15.2-cm) blade chord, is
5 X 105 • Each blade is individually shaft-mounted in a bearing
support and connected to a servomotor through a four-bar
linkage [similar to that used by Carta (1983) in previous
cascade experiments] to convert rotory motion of each motor
to a sinusoidal pitching motion of each blade. Elastic blade
deformations caused by aerodynamic loading were negligible.
A rotating-frame servo electronics package (not shown) sets a
constant frequency for all blades and an independent in­
terblade phase angle for each blade, under command from a
stationary frame computer. For steady-state (or
nonoscillatory) operation the system is powered down and the
blade oscillators are locked at their mean positions. On-board
blade pressure transducers with on-rotor signal conditioning

Qum dynamic pressure based C< angle of attack
Cp pressure coefficient on wheel speed at blade (= f3i - (31)' Fig. 2
Cx axial velocity, ft/sec midspan, psf (Pa), Fig. 4 C<l first harmonic amplitude

(m/s), Fig. 2 QWI dynamic pressure based of c<

CxlUm flow coefficient at blade on relative inlet velocity, f3 1 flow inlet angle, deg, Fig.
midspan psf (Pa) 2

c blade chord, ft (m), Fig. 2 RPM rotor speed, rpm f3t angle of tangent to mean
f frequency, Hz , radius, ft (m) camber line, deg, Fig. 2
N number of disturbance 'm mean radius, ft (m) p fluid density, Ib sec2/ft 4

cycleslrev (oscillation or t time, sec (s) (kg/m3)

distortion) U wheel speed, ft/sec (m/s), (J interblade phase angle,
n number of blades Fig. 2 deg
P pressure, psf (Pa) WI relative velocity in cascade 7 - blade gap, ft (m), Fig. 2,

Psi inlet static pressure, psf reference frame, ft/sec or disturbance period, sec
(Pa) (m/s), Fig. 2 (s)

t!.P pressure rise or difference, x blade chordwise coor- w reduced frequency based
psf (Pa) dinate, ft (m) on full chord
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interface to the same computer through the rig slip rings. The 
on-rotor signal conditioning renders any slip ring noise to be 
negligible. The unsteady data are synchronized to rotor 
revolution by means of a rig drive shaft encoder generating ex­
actly 1024 pulses per revolution. These pulses control the 
sampling rate of the transient data system such that the 1024 
samples stored in memory for each channel represent precisely 
one revolution of the rig. This permits the use of an efficient 
fast Fourier transform algorithm in reducing the data to 
Fourier coefficient form (where appropriate). The drive 
mechanisms and the data system are described in detail by 
Hardin and Carta, 1985. 

The physical frequency of oscillation may be converted to a 
nondimensional reduced frequency, which is well established 
in the literature (e.g., Carta, 1982). The reduced frequency 
used in this experiment was based on the full blade chord and 
is defined as 

u = 2irfc/Wl (1) 
The interblade phase angle is a measure of the phase lag or 
lead of adjacent blades. Assuming that the n blades of a rotor 
are oscillating in a standing wave pattern (in the fixed frame), 
if N is the number of oscillations or distortion waves per 
revolution, then the magnitude of the interblade phase angle 
in radians is the circumferential arc divided by the number of 
blades per wave, or 

\o\ = 2ir/(n/N) = 2-KN/n (2) 

The interblade phase angle is defined to be negative for a 
backward traveling wave in the rotating frame. 

The original intent was to oscillate the blades at frequencies 
and interblade phase angles that would produce standing 

CHORD 
FRACTION 

/ / 
0.966 / 

0.831 / 
0.619 

Fig. 3 Blade measuring stations 

waves in the fixed frame of reference. This was true for the 
1/rev disturbances. Unfortunately, an error was made in pro­
gramming the microprocessor in the blade oscillator drive 
system, and for the 2 and 4 cycle/rev disturbances, the in­
terblade phase angles for the oscillatory motion were 2 and 4 
times those required for standing waves. Therefore neither of 
the higher order oscillatory waves was stationary in space. The 
relationship of the reduced frequency to the rig parameters, 
and a tabulation of both co and a for all run conditions, are 
found in the Appendix. 

The nominal span and chord of each blade is 0.5 ft (15.2 
cm) and the basic airfoil is a NACA 65-series thickness 
distribution superimposed on a nominal circular arc mean 
camber line, as tabulated by Dring et al. (1982). The blade 
geometry in the cascade reference frame at midspan (Fig. 2) 
shows the vector relationships of the flow entering the blade 
row. The important quantities for use in this paper are inlet 
angle (3,, indicating the direction of the inlet relative velocity, 
W\, which in turn is the vector sum of the inlet axial velocity, 
Cx, and the wheel speed, U. These last two quantities, taken at 
blade midspan, define the flow coefficient, Cx/Um, which is 
the fundamental reference parameter for the steady-state 
operation of the rig. 

The original blades in Dring's experiment (1982) were 
machined from solid aluminum and would have had too much 
inertia to be successfully oscillated in pitch by the; mechanism 
used in this experiment. Instead, a two-piece mold, cast from 
one of the original blades, was used to construct a set of stiff 
lightweight model blades, which consisted of a 
fiberglass-epoxy skin with a foamed epoxy core. Each blade 
was cast onto a hollow circular aluminum shaft with an inter­
nal support structure (cf. Hardin and Carta, 1985). 

The primary blade instrumentation consisted of 60 
miniature differential pressure transducers arranged in a dou­
ble Gaussian array of six chordwise and five spanwise loca­
tions on both suction and pressure surfaces. This arrangement 
is shown in Fig. 3. The transducers, which were cylindrical 
Kulite XCQ-093 series, 0.093 in. (2.36 mm) diameter and 
0.375 in. (9.53 mm) long, were molded into the blades during 
the construction process. Because of space and weight limita­
tions the transducers were distributed over 12 blades. In the 
present application the data have been mathematically cor­
rected to represent the response of a single blade at its mean 
angle of attack with angle increasing at the beginning of the 
unsteady time histories. 

The differential transducers had a full-scale range of 2 psi 
(13.8 kPa) and were all referenced to inlet total pressure in the 
absolute reference frame as obtained from a Kiel probe 
upstream of the test section. This measured differential 
pressure was normalized on line by the dynamic pressure 
based on midspan wheel speed. Offline processing converted 
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the data to a coefficient form more appropriate to the analysis 
of blade (or airfoil) aerodynamics, namely, 

CP={P-Psl)/Qm (3) 

Qm=0.5pW? (4) 

where Qm is the inlet relative dynamic pressure based on the 
inlet relative velocity Wx (Fig. 2). The combination of inherent 
transducer stability and an accurate calibration over both 
pressure and temperature made it possible to use these 
transducers for both steady (or time-mean) and unsteady 
measurements. 

Physics of the Experiment 

Often, analytic treatments of the aerodynamic response of a 
blade row to gusts or oscillations assume that either the inlet 
static pressure or the inlet total pressure (or both) are uniform. 
However, instead of uniform inlet conditions it was found 
that circumferential variations existed in the inlet pressures for 
the oscillatory cases. This was not expected, but inspection of 
the data revealed its source. Atmospheric air was drawn into 
the rig through an inlet bellmouth and was passed through a 
series of fine screens to produce a total pressure drop in order 
to reduce turbulence. The model exhausted into a dump dif-
fuser such that the exit pressure was also nominally uniform. 
However, when the blades of the model were oscillating 
sinusoidally, the variation in incidence angle produced a cor­
responding variation in the local static pressure rise generated 
by the rotor. This variation in static pressure rise in turn 
caused circumferential variations in the axial velocity, 
resulting in variations in the total pressure loss in the flow 
straightening screens upstream of the rotor. It thus became 
essential that comparison of theory and experiment account 
for these inlet pressure or velocity variations in some way. 

This was accomplished in two steps. First, the effects of the 
circumferentially varying static pressure were nullified by us­
ing the instantaneous velocity and pressure upstream of the 
blade row in computing the pressure coefficient of equation 
(3). Second, the aerodynamic incidence angle rather than the 
geometric incidence was used in analyzing the data. The 
mechanical elements in the four bar linkages produced a 
geometric amplitude of ± 2 deg for all oscillations. For the 
standing wave pattern of the N= 1 disturbance it was possible 
to measure the total and static pressure variations cir­
cumferentially around the casing, compute the velocity pertur­
bation, and convert this into an angular correction to the 
geometrically imposed oscillation. (It was found that for N= 1 
the 2 deg amplitude was reduced to 1.58 deg for a flow coeffi-
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Fig. 5 Comparison of measured data to steady potential flow calcula­
tion at midspan 

cient of Cx/Um =0.8, for example.) Thus treated, the ex­
perimental data may be safely compared to a theory which 
assumes uniform inlet conditions. It was not possible to make 
exact corrections for N=2 and 4 because these were 
not standing waves, and it was necessary to assume that the 
same results applied as those measured for 7V= 1. 

Steady-State Results 

The first tests run in this experiment were undistorted, 
nonoscillating performance matching measurements to com­
pare current rig pressure rise characteristics with those of 
Dring et al. (1982). These were run over a wide range of flow 
coefficients and the performance map of pressure rise coeffi­
cient, AP/QUm, versus flow coefficient, Cx/Um, is presented 
in Fig. 4 for the current experiment (open symbols) which 
agree very well with the Dring (1982) experiment (closed sym­
bols) at the hub (H), midspan (M), and case (C). The only 
significant disagreement in results lies below Cx/U,„ = 0.6 and 
above 0.95, which were the limits of operation for this 
experiment. 

In addition to overall performance comparisons with 
previous data (obtained from case and hub static pressure 
measurements), steady blade surface pressure measurements 
comparable to those of Dring (1982) were also made. The 
measured pressures were compared to the predictions of a 
steady two-dimensional potential flow calculation (Caspar et 
al., 1980). This particular calculation allows one to select from 
a variety of downstream boundary conditions. Applying a 
simple Kutta condition yielded an exit flow angle which did 
not agree with the measured value (typically causing a 3 to 4 
deg error) and predicted an erroneous pressure distribution on 
the aft portion of the blade. The behavior of the measured 
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Fig. 6 Comparison of quasi-steady and unsteady chordwise pressures at midspan 

Fig. 7 Phase plane comparison of quasi-steady and unsteady midspan pressures near the leading edge 

pressures from both the current experiment and that of Dring, 
as well as the flow visualizations of Dring, indicate some trail­
ing edge separation over virtually the entire range of flow con­
ditions. The imposition of the measured exit flow angle as the 
downstream boundary condition brings the computed 
pressure distribution into close agreement with the experimen­
tal data. A direct consequence of this technique, however, is 
the appearance of a stagnation point at the trailing edge which 
is physically unrealistic. The results presented by Dring et al. 
(1982) empirically removed this stagnation point behavior, but 
no attempt has been made to do so for the present 
comparison. 

A sample of the comparisons made as part of this study is 
shown in Fig. 5 for three values of Cx/Um (0.65, 0.75, 0.85) in 
which the chordwise pressure distributions for both blade sur­
faces at midspan are shown for the Caspar (1980) theory (solid 
lines), the Dring (1982) scanivalve measurements (labeled SV), 
and the current measurements made with miniature pressure 
transducers (labeled XD). (These flow coefficients were 
chosen to match Dring's data and are not those for which 
unsteady data will be presented.) For both surfaces the 
measured data are in excellent agreement with each other, and 
in very good agreement with the theory except in the vicinity 
of the trailing edge suction surface where the measured 
pressure becomes flat, suggesting separation. Note that 
separation in a cascaded blade row is significantly different 
from isolated airfoil separation in that the trailing edge flow 
over the suction surface is restrained by the neighboring blade 
pressure surface. The net result is a thin separation layer which 
reduces the area through which the air outside the separation 
region must pass. Continuity requires that the fluid velocity be 
greater than without the separation, resulting in slightly lower 
pressures on both suction and pressure surfaces. This is clearly 
shown in Fig. 7(a) of the report by Hardin and Carta (1986a) 
in the comparison of the measured pressures and those 
predicted using the Kutta condition. (Further details and addi­
tional data samples are also found in this reference volume.) 

Quasi-Steady Results 

One of the simplest means of accounting for unsteadiness is 
the use of a quasi-steady approximation to determine the time-
varying response of a blade to an unsteady stimulus. This 

method postulates that the unsteady behavior at sufficiently 
low reduced frequency may be modeled directly by the steady 
behavior, which is assumed to vary with time through the flow 
coefficient with no phase shift. The method would appear to 
have the advantage of including viscous effects to the extent 
that they are present in the steady data. In an analysis per­
formed for this study, the quasi-steady response was con­
structed for each measurement station from the steady data 
taken over the range of flow coefficient values from 0.55 to 
0.99. The data were curve fitted as a function of Cx/Um and at 
each spanwise station the relationships 

^ t a n - ' t Q / t / , , , ) 

a = /Sf-/31 

(5) 

(6) 

(cf. Fig. 2) were used to relate the measured pressures to local 
incidence angle. For any combination of /3X and /3* the instan­
taneous incidence angle, a, could be calculated (because j3* 
varies during oscillation), and from the variation in Cx/Um 

around the circumference the pressure variation could be 
determined from the curve fit. 

Because, by definition, the quasi-steady response is in­
dependent of time, there can be no lag between the motion and 
the response, whereas the actual unsteady data exhibit such a 
lag (or lead). It is customary to examine these responses in 
terms of their in- and out-of-phase first harmonic com­
ponents, generally referred to as the real and imaginary com­
ponents, respectively (cf. Carta, 1982). By this definition, 
there is no imaginary part to the quasi-steady response. Fur­
thermore, because the quasi-steady response is constructed 
from the steady data taken from a nonoscillating blade row, 
the interblade phase angle of the data must necessarily be iden­
tically equal to zero. 

Figure 6 displays the real and imaginary parts of the chord-
wise pressure difference coefficient, defined by the equation 

A^/ j ~ ^p(pres) " c, /;(suct) (7) 

for both the quasi-steady and the unsteady measured data, 
normalized with respect to the amplitude of the angle of attack 
variation. This normalization procedure expresses the 
oscillatory results in a convenient per-unit amplitude form. 
Positive pressure difference is defined as that which would 
produce a positive contribution to normal force (cf. Fig. 2). In 
Fig. 6, data taken at the midspan station are shown for flow 
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coefficients of Cx/Um =0.60 and 0.80 (top and bottom rows) 
at the three frequencies, N=l, 2, and 4 (left to right). (No 
data were taken for Cx/Um =0.60 and N=4.) The open sym­
bols are the unsteady data and the solid symbols are the quasi-
steady data (real part only). A superficial examination of the 
left column for N= 1 indicates a reasonable match between the 
real part of the unsteady data and the quasi-steady results. 
With the exception of a large discrepancy at the leading edge 
(of as much as 30 percent) there is acceptable agreement be­
tween real parts over the rest of the chord, but with no im­
aginary part there can be no phase agreement. The situation is 
radically altered at 7V=2 and 4 (second and third columns) 
where strong disagreement between the unsteady and quasi-
steady response is found. The quasi-steady results in these two 
columns are identical to those in the first column because they 
are, by definition, invariant with frequency. In contrast, the 
real parts of the unsteady data for N=2 and 4 change 
significantly from the 7V= 1 case (and from one another) to the 
extent that at N—4, at all span stations, the error incurred in 
using quasi-steady results in place of unsteady data is enor­
mous over the entire chord. 

One possible way to model the unsteady response is to apply 
a first-order phase lag to the quasi-steady behavior. Consider 
the phase plane plots of Fig. 7 for the first three chordwise sta­
tions. In each panel the circle, triangle, and square symbols 
denote the measured complex values for N = 1, 2, and 4, 
respectively, while the diamond shows the quasi-steady value. 
(The dashed line merely connects the experimental points and 
does not necessarily represent an experimental variation.) 
Even if a simple phase shift were introduced into a modified 
quasi-steady formulation of the response it is obvious that this 
procedure could not possibly account for the observed 
amplification with reduced frequency. Furthermore, the 
measured phase angle does not exhibit a linear relationship 
with frequency. Thus, the use of quasi-steady results leads to 
large errors in all but the lowest frequencies, and the errors ap­
pear to grow with increasing frequency. Similar results will be 
obtained at other values of flow coefficient. 

Comparison of Unsteady Oscillatory Data With Theory 

As previously mentioned, unsteady data were recorded at 
flow coefficients ranging from 0.60 to 0.95 in 0.05 steps. The 

0 0.4 0.8 
DIMENSIONLESS TIME, t/r 

four flow coefficients, 0.60, 0.70, 0.80, and 0.90, were 
selected from these as being representative of the entire set. 
The linearized unsteady potential flow analysis of Verdon and 
Caspar (1980, 1984) for a cascade of blades having nonzero 
thickness and camber, operating in a subsonic, compressible 
flow was exercised at each of these flow coefficients at the 
three reduced frequencies. The basis of this theory is a 
linearized unsteady perturbation of a nonlinear steady poten­
tial flow (cf. Verdon, 1985). Hence, an essential first step in 
this analysis is to match the steady theory to the measured 
steady-state pressures (see above). It was shown earlier that 
the imposition of the measured exit flow angle at the 
downstream boundary of the solution domain results in large 
mean pressure gradients at the blade trailing edges. Conse­
quently, a Kutta condition was used for the steady analysis in 
lieu of a prescribed exit flow angle to obtain the potential 
function describing smooth flow off the trailing edge. It must 
be noted that this is a compromise because the exit angle and 
steady surface pressures near the trailing edge thus obtained 
did not match the measured values. 

The unsteady analysis was then used to compute the real 
and imaginary first harmonic components of the blade 
pressures at the blade midspan station, which were expressed 
in pressure difference coefficient form, as defined in equation 
(7). The comparisons of the potential flow calculations and 
the experimental data for the midspan measuring station are 
shown in Fig. 8 for three frequencies (N= 1, 2, 4 from top to 
bottom) and for four flow coefficients (Cx/Um =0.6, 0.7, 0.8, 
0.9 from left to right). The real and imaginary parts of the 
data are denoted by the circles and squares, and of the theory 
by the solid and dashed lines, respectively. Overall, the agree­
ment is very good. The experimental data and the theory show 
essentially the same behavior for flow coefficients from 0.70 
to 0.90, with the data having slightly higher amplitude at the 
high reduced frequency. The decrease in amplitude of the data 
in going from Cx/U,„ = 0.70 to 0.60 (Fig. 8) is caused by the 
formation of a separation bubble on the suction surface of the 
leading edge as evidenced by the abrupt rise in the leading edge 
pressure time history of Fig. 9. (This figure will be discussed 
presently, but in brief, the dashed line indicates the expected 
pressure variation for no separation. The pressure rise be­
tween t/r = 0.l and 0.5 is therefore interpreted as a loss in 
leading edge suction caused by a local separation bubble.) 
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The reduction in theoretical pressure difference at the 
leading edge for the 0.60 flow coefficient (and to a lesser ex­
tent for Cx/Um =0.70) is not presently understood. Based on 
the consistency of the experimental data up to the flow coeffi­
cient at which the separation bubble formed, one would expect 
that the inviscid theory would predict a continuation of this 
trend. Several possible reasons for this apparent deficiency 
have been considered and most have been discarded. For ex­
ample, careful investigation has ruled out the possibility that 
this is a manifestation of the acoustical resonance 
phenomenon (cf. Appendix B in Carta, 1983). 

The reader should note that the results of this linearized 
unsteady flow theory were previously compared to experimen­
tal data from a nonrotating oscillating cascade (Carta, 1982, 
1983). In that work, good agreement was obtained for a blade 
row at or near design point and for a test matrix encompassing 
all combinations of eight interblade phase angles and three 
reduced frequencies. Furthermore, in the present study, a 
comparison of the predicted and measured pressures (real and 
imaginary parts) on the individual suction and pressure sur­
faces also shows good agreement between theory and experi­
ment (cf. Fig. 10) except for the suction surface leading edge 
region at high mean incidence. These factors argue strongly 
that there are no inherent deficiencies in either the theoretical 
analysis or in the measurements. 

Finally, it can be seen that the measured steady data do not 
show the sharp leading edge pressure gradient predicted by the 
steady theory (Fig. 5) at the high incidence conditions. Thus it 
is reasonable to expect that local viscous effects cause the dif­
ferences between the experimental data and the theoretical 
prediction. If this is the case, it becomes necessary to under­
stand the mechanisms by which these differences occur and 
ultimately to include local visous effects in theoretical 
unsteady aerodynamic models. 

In summary, the theoretical formulation of Verdon and 
Caspar (1980, 1984) accurately predicted the surface pressure 
distributions on the oscillating blades over the entire chord for 
the lower mean incidence angles. At high incidence, the theory 
and experiment did not match at the leading edge. It is not 
clear whether or not this deviation is due to viscous 
phenomena present in the experimental data but neglected by 
the potential theory. Clearly, a more thorough investigation of 

steady and unsteady pressure behavior in the vicinity of a 
blade leading edge is needed. 

Midspan Pressure Time Histories 

To shed additional light on the behavior of the first har­
monic chordwise plots of the previous section, a few selected 
time histories of the blade pressures at midspan will now be ex­
amined. The two figures discussed here represent a small frac­
tion of the complete documentation in the AFOSR reports by 
Hardin and Carta (1986a, 1986b). Let us first consider Fig. 9, 
which contains the normalized suction surface pressure coeffi­
cient time plots for the six chordwise measuring stations, at a 
flow coefficient of 0.60. The mean pressure has been removed 
and the traces have been evenly spaced for clarity; therefore, 
the left-hand scale is only a measure of the amplitude of the 
unsteady part of the pressure. No motion plot is included here, 
but with a pitching motion of a = ax sin lie ft, zero displace­
ment occurs at //T = 0.0 and 0.5, with maximum and minimum 
displacement at 0.25 and 0.75, respectively. In this figure the 
leading edge station shows evidence of a leading edge separa­
tion bubble which initiates during the positive pitching motion 
at //T = 0.1 as an abrupt increase in positive pressure (decrease 
in leading edge suction). This is also observed in the 
downstream stations, but with diminished amplitude. This is a 
straightforward occurrence of stall, with no ambiguities in the 
interpretation of the evidence. Not shown here is the pressure 
surface response which shows no evidence of separation. 

When the data of Fig. 8 were first examined it was seen that 
there was an apparent anomaly in the real and imaginary 
values at x/c = 0.619 for the 0.70 and 0.80 flow coefficients, 
but the overall discrepancy was small enough to be considered 
within the data scatter band. Upon examining the data for the 
0.75 flow condition, a dramatic variation in the suction sur­
face pressure at x/c = 0.619 was discovered. The pressure coef­
ficient time history for this location presented in Fig. 11 has 
the superficial appearance of an isolated separation, similar to 
the separation bubble near the leading edge that is depicted in 
Fig. 9. Investigation of data from adjacent spanwise stations 
for this range of flow coefficients and the flow visualization 
photographs obtained by Dring et al. (1982) ruled out the in­
itial supposition that this behavior was due to spanwise flow. 
Plotting the data from the steady tests as a function of flow 
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coefficient (lower scale in Fig. 12) revealed an abrupt change 
in the suction surface pressure at x/c = 0.619 between flow 
coefficients of 0.70 and 0.80, and centered about a value of 
approximately 0.75. This behavior is not shown in the results 
from Caspar's 1980 steady potential flow theory (solid line) 
nor was it apparent in the comparison of the steady theory 
with the steady data in Fig. 5 (or in the earlier Dring (1982) ex­
periment). Equations (5) and (6) provide a relationship be­
tween flow coefficient and a which was evaluated here for 
/3* = 30.55 at midspan, and is shown in the upper scale of Fig. 
12. During the oscillation at a mean flow coefficient of 0.75, 
the mean incidence angle was -6 .32 deg at t/r = 0.0, 0.5, and 
1.0, and varied from -4 .74 deg at ^/T = 0 .25 to - 7 . 9 deg at 
t/r = 0.75. This range in a about the point Cx/Um =0.75 pro­
duces the apparent pressure rise (and consequent loss in lift) 
during the upstroke seen in Fig. 11. (It should be noted that 
the actual time history is phase shifted relative to the quasi-
steady estimate.) Although it is not reasonable to suppose that 
the trailing edge separation region could extend this far for­
ward (based on the flow visualization), it certainly appears 
that the separation does affect the pressures far upstream of 
the actual separation region. 

These data and the accompanying discussion are presented 
to make several points. First, nonpotential flow behavior 
which might seem insignificant in comparing steady ex­
perimental data to a steady theory can produce extraordinary 
and unexpected unsteady behavior. Second, data for twice the 
number of flow conditions actually presented herein and for 
several spanwise stations were necessary to interpret the results 
properly. An evaluation with fewer data points might have 
resulted in erroneous conclusions regarding the agreement be­
tween the theory and the experiment and the physics of the 
flow field. Third, the applicability of the inviscid theory is 
questionable only for flow conditions which are equivalent to 
the incidence angle at which this abrupt change occurs and 
only over a region of small chordwise extent. Thus the poten­
tial theory yields good unsteady flow predictions even in the 
aft region of the blade where viscous effects seem to play a 
large role (by producing a confined region of local 
separation). 

Conclusions and Observations 

This is the first known investigation to bring together three 
experimental elements that have been studied separately in 
previous work: a heavily instrumented blade row, rotating in a 
realistic compressor model, with all blades oscillating in a 
prescribed motion under external command. The existence of 
this data set affords the researcher with a unique opportunity 
to examine, in detail, the unsteady response of a blade row to 
a prescribed oscillation and compare the results with theory. 

Specifically, this program has demonstrated that: 
9 The experiment clearly confirmed the ability to measure 

precisely both the steady and unsteady components of the 

blade pressures with a single set of miniature, high-response 
pressure transducers. 

9 Data acquired for steady-state conditions matched 
previously acquired pneumatic data at all flow conditions, and 
agreed well with a steady potential flow solution. 

9 The quasi-steady response was in fair agreement with the 
in-phase part of the measured unsteady response for the 
lowest oscillation frequency. (The lack of an out-of-phase 
component to the quasi-steady response precluded any phase 
agreement with the unsteady data at all frequencies.) For the 
higher frequencies, the agreement of the in-phase part became 
progressively worse. 

9 The data acquired for the oscillatory conditions agreed 
with linearized unsteady potential flow predictions over vir­
tually the entire chord for low to moderate incidence. At high 
mean incidence, there were discrepancies on the suction sur­
face near the leading edge which appear to have been caused 
by local viscous effects. The agreement between theory and ex­
periment was better for the higher frequencies. 
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A P P E N D I X 

Reduced Frequency and Interblade Phase Angle 

The reduced frequency is based on full blade chord and is 
defined as 

oi = 2irfc/W\ (8) 

where the frequency/is given by/=/V* [RPM]/60, and where 
N is the disturbance frequency in cycles/rev and RPM is the 
rotor speed. Thus, 

oi = 2TTC/V[RPM] /mlWl (9) 

From the geometry of Fig. 2, Wl is related to the wheel speed, 
U, and the axial velocity, Cx, 

W^ilP + Cl)1'2 (10) 

and U is computed from the radial position and rotor rpm, 
£/=2-n7'[RPM]/60. When all of these equations are combined 

and written for mean passage height, r„ 
reduced frequency is 

cN 
u>-

the equation for 

(11) 
r„,(l + (C,/C/,„)2)1/2 

where rm =2.25 ft (0.686 m). It is seen that the reduced fre­
quency will be a variable function of flow coefficient, which is 
tabulated at the end of this appendix. 

The interblade phase angle was defined in the text as 

\a\ = 2-KN/n (12) 

and is negative for a backward-traveling wave relative to the 
rotor. This is the correct formulation for the standing wave, 
and is tabulated below in the first two columns for a. It was 
noted that the function was programmed incorrectly for the 
oscillatory portion of the experiment such that the N in equa­
tion (12) was replaced by A/2. This is also tabulated below in 
the second two columns. 

The following were the parameter values used in the 
experiment: 

n = 28 blades 

N=\, 2, 4 cycles/rev 

c = 0.5 ft (15.2 cm) chord 

/•„, =2.25 ft (0.69 m) (midspan location) 

RPM = 510 rpm 

Cx/U„, =0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95 

N 
a for standing wave 
(rad) (deg) 

a for actual oscillation 
(rad) (deg) 

-0.2244 
-0.4488 
-0.8976 

-12.86 
-25.72 
-51.43 

0.2244 
0.8976 
3.5904 

-12.86 
-51.43 
-205.71 

The reduced frequency values at midspan are: 

cx/um 
0.60 
0.65 
0.70 
0.75 
0.80 
0.85 
0.90 
0.95 

O) 
(W=l) 

(7=8.5 Hz) 

0.1906 
0.1863 
0.1821 
0.1778 
0.1735 
0.1693 
0.1651 
0.1611 

01 

(N=2) 
(/= 17 Hz) 

0.3811 
0.3726 
0.3641 
0.3556 
0.3471 
0.3386 
0.3304 
0.3222 

01 

(7V=4) 
(7=34 Hz) 

0.7622 
0.7453 
0.7282 
0.7111 
0.6941 
0.6773 
0.6607 
0.6444 
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Numerical Solution of Stream 
Function Equations in Transonic 
Flows 
In order to develop the transonic stream function approach, in this paper one of the 
momentum equations is employed to form the principal equation of the stream 
function which does not contain vorticity and entropy terms, and the other one is 
used to calculate the density directly. Since the density is uniquely determined, the 
problem that the density is a double-valued function of mass flux in the stream func­
tion formulation disappears and the entropy increase across the shock is naturally 
included. The numerical results for the transonic cascade flow show that the shock 
obtained from the present method is slightly weaker and is placed farther 
downstream compared to the irrotational stream function calculation, and is closer 
to the experimental data. From a standpoint of computation the iterative procedure 
of this formulation is simple and the alternating use of two momentum equations 
makes the calculation more effective. 

Introduction 

Numerical calculation of transonic flow field is now one of 
the most active areas of research in computational fluid 
dynamics. Among a wide variety of solutions the most com­
mon mathematical models are the Euler equations, the full 
potential equation, and the stream function equation. 

The Euler equations are an exact inviscid model which can 
account for the vorticity and the nonisentropic effect and can 
capture shock waves correctly. Since the current approaches to 
solving these equations are the time-dependent methods, 
which are more complicated, reaching steady state requires a 
large number of iterations and a long computational time. In 
addition, since the state of the art of the computational 
algorithms is not so perfect, the existing Euler solutions have 
not attained the accuracy that the mathematical theory 
predicts. 

The potential formulation is one of the classic methods to 
solve a subsonic flow field in fluid dynamics. The introduction 
of artifical compressibility (Hafez et al., 1978) and the recent 
developments in computational algorithms of second-order 
partial differential equations (e.g., Ballhaus et al., 1978; 
Hoist, 1978) contribute a great deal to the method, and it has 
been proven to be a useful tool for the design and analysis of 
transonic flows. The appearance and development of the 
nonisentropic potential formulation (Klopfor and Nixon, 
1983; Hafez et al., 1984; Osher et al., 1985; Xu et al., 1985; 
Xu et al., 1986a: Xu et al., 1986b) extend the range of its 
validity. The limitation of this model is the assumption of ir-
rotationality of the flow. 

The stream function formulation is an equivalent 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 3, 1987. Paper No. 
87-GT-18. 

mathematical model to the Euler equations theoretically and 
in the two-dimensional case it has the same speed of computa­
tion as the potential formulation. However, the development 
and application of this formulation are severely limited due to 
the difficulty which comes from the fact that the density in the 
transonic regime is a double-valued function of the unknown 
stream function. Recently, several methods (Hafez and 
Lovell, 1983; Zhao, 1984; Ge, 1985; Wang, 1985; Wei, 1985) 
have been suggested to circumvent this difficulty and have 
made much progress. Moreover, there is another important 
problem to be solved, which is associated with the direct cap­
ture of the entropy variation or its influence on the gas 
parameters in a simple and reliable way. 

In order to develop the transonic stream function calcula­
tions, in this paper one of the momentum equations is com­
bined with the energy equation and utilized to form the prin­
cipal equation of the stream function in which the terms con­
cerning the vorticity and the entropy do not appear. Another 
momentum equation is used to calculate the density which 
contains the effect of the entropy directly. In this way the 
problem that the density is not a unique function of the mass 
flux disappears and the effect of the entropy increase across 
the shock is also taken into account naturally. Moreover, the 
present formulation is accurate and effective in computation 
due to the coordinated use of two momentum equations and 
the simple iteration procedure. So the main problems which 
limited the development and the application of the stream 
function calculations are readily solved. 

Basic Idea 

When a two-dimensional, adiabatic steady flow of a non-
viscous gas is considered, the stream function may be in­
troduced from the continuity equation. Substitution of it and 
the energy equation into one of the momentum equations 
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yields the principal equation of the stream function, which is a 
second-order partial differential equation. To simplify the 
computation, instead of vorticity and entropy, only two ther­
modynamic parameters, the density and the temperature, are 
included in this equation with the stagnation rothalpy, which 
is an invariant in a steady, adiabatic flow of an inviscid gas 
even across shock. By means of the artificial density and a 
proper difference scheme, this equation with certain boundary 
conditions may be solved numerically in the transonic region. 

As the mass flux is calculated from the stream function 
equation, how to compute the density or the velocity com­
ponents is the key problem of this approach. In the most cur­
rent stream function methods, the density-mass flux relation 
is derived from the state equation, the energy equation, and 
the second law of thermodynamics or the isentropic relation, 
which is a two-valued equation. 

To solve this problem correctly, it should be started from its 
origin. It is obvious that the crux of the problem is the den­
sity-mass flux relation from the energy equation and the 
second law of thermodynamics. Moreover, although the sec­
ond law of thermodynamics offers an equation, a new ther­
modynamic quantity s is also introduced. It has no benefit in 
the shock-capturing calculations except that the entropy in­
crease is obtained from the shock relations. On the other 
hand, it is noted that the entropy variation may be calculated 
from the momentum equations and the density containing the 
effect of the entropy may also be directly calculated from the 
momentum equations, and it is possible to compute the densi­
ty from the momentum equation, which has not been taken as 
the principal equation of the stream function. In fact 

Vp = RV(pT)=R(pVT+TVp) (1) 

Then the density affected by the entropy may be evaluated 
from the momentum equations. Here, the density is deter­
mined uniquely through a first-order partial differential equa­
tion and its boundary conditions and there is no problem 
about two values, and the entropy increase across the shocks is 
involved naturally. 

Since two momentum equations are used, the computed 
shock satisfies the Rankine-Hugoniot condition and the 
present model can really be applied to the nonisentropic and 
rotational flow, and is a precise and strict theoretical model 
equivalent to the Euler equations. From a computational 
standpoint it simplifies the iteration procedure and makes the 
computation well balanced and matching. In fact, in this for­
mulation the whole calculation consists of the iterations be­
tween the stream function, the temperature, and the density, 
and the computations of stream function and density are car­
ried out alternately. So it is simple and accurate. It is expected 
that this model will give impetus to the development of the 
transonic stream function computation. 

Taking the cascade transonic flow on the surface of revolu­
tion as an example, the application of the present stream func­
tion model will be discussed. It is pointed out that this ap-

Fig. 1 Nonorthogonal coordinates on surface of revolution 

proach is also applicable to external flows and other internal 
flows. 

Stream Function Equation on a Surface of Revolution 
and Its Numerical Solution 

Consider a relatively steady and adiabatic flow of a non-
viscous gas in a rotating blade. The basic equations are 

DW 

dt 

V ( p W ) = 0 

- lcol2r + 2coXW = 

dl 

p = PRT 

I=h + -
[W)2 (ur)2 

(2) 

Vp 0 ) 

(4) 

(5) 

(6) 
2 2 

It is noted from equation (4) and the shock relations (Xu, 
1980; Xu et al., 1982) that / is always a constant along a 
streamline. So it is convenient to rewrite equation (3) as 

wx(vxv)= v/-—^— vr+i?rv(inP) (7) 
k— 1 

When the partial derivatives along a stream surface are 
used, in the nonorthogonal curvilinear coordinates (Fig. 1) 
equations (2) and (7) become 

(rpVgw1)*! + (rpVgw2)x2 = 0 

R 
v2l(w2)xi-(Wi)x2] + 2^fgw2o>3 = IX\ -

' l(W, )x2 - (W2)xl] - 2\[gWl CO3 = Ix2 -

k-\ 

R 

k-\ 

(2a) 

Txi +RT'(In p)x\ 

(la) 

T^+RTQnp)^ 

(lb) 

Nomenclature 

Ojj = metric tensor elements of two- p 
dimensional x' coordinate R 
system r 

h = enthalpy of gas per unit mass T 
I = relative stagnation rothalpy of V 

gas per unit mass W 
k = ratio of specific heats of gas x' 
I - generator of stream surface of 

revolution (3 
L = blade chord in axial direction 012 

M = relative Mach number JX 

pressure of gas 
gas constant 
radius 
absolute temperature of gas 
absolute velocity of gas 
relative velocity of gas 
nonorthogonal curvilinear 
coordinates 
relative flow angle 
angle between x1 and x2 lines 
artificial viscosity coefficient 

p 
p 
a 
T 

= density of gas 
= artificial density 
= relaxation factor 
= normal thickness of St stream 

filament 
= stream function 
= angular velocity of rotor 

Subscripts 

0 
i 

= stagnation state 
= covariant component of vector 
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where r is the thickness of the stream filament and the 
derivatives in these equations are all the derivatives along the 
stream surface. 

From equation (2a) a stream function \j/ may be defined 

Vg-rp 

1 

sfgTp 
**1 

Substituting these expressions into equation (lb) gives an 
equation in a weak divergence form 

1 

L p I p 

where 

A=yfa^l/(rJa2~2 sin012), 5 = cos012/(Tsin012), 

C = Va^/(rVa7i sin012), 

£» = -

--D (8) 

7,2 — j ^ y Tx2 +RT(ln p)xi] +E, 

E = 2o> sin cnJana22 sin 012 

Equation (8) is the principal equation of the stream func­
tion. It is seen that besides the geometric quantities, only two 
basic thermodynamic parameters p and T appear in this equa­
tion. The boundary conditions are related to the flow condi­
tion. For the transonic flow in a cascade where the flow is sub­
sonic at the inlet and outlet boundaries and it is supersonic in 
some region within the cascade, the boundary conditions are 
as follows: 

(/) At the inlet boundary, the relative stagnation 
temperature and pressure and the mass flow are specified and 
i/̂ i is assumed to be zero. 

(;'0 In the periodicity boundaries, \pN — \j/0 = G. 
(Hi) Along the cascade surface, \p = const. 
(iv) At the outlet boundary, the relative flow angle is given 

and it is assumed that \px\ = 0. 
Because equation (8) is of mixed type in the transonic 

regime, the artificial density is introduced to ensure the sta­
bility of the computation in the supersonic grids 

W2 
(w , Wl , \ 

p = p-HPsAs = p-lxh j [—- px\Ax1 + —— PxiAx2) 

H = Max[°,c(l-^lY 

where C ranges from 1 to 2. 
To solve the discrete algebraic equations (8), the line relaxa­

tion procedure and the direct matrix solution procedure are 
used. 

Density Equation and Its Numerical Solution 

It has been pointed out that in order to overcome the 
nonuniqueness difficulty of density and to capture the entropy 
increase across the shock, the density should be computed 
from the momentum equation, which has not been employed 
as the principal equation of the stream function. For this 
reason the momentum equation along x' direction in the 
divergence form is utilized 

1 [(rp Wx Wl )xi + (TP WX W1)^ cos 012] 

+ —f=- \(rp Wl W2)^ + (rp W1 H ^ c o s 012] + - ^ = - px\ 
Va2 2 

: TP j — (lnV«22 )xi 

2W2(Wl + W2cos 0,2) 

«22 
( lnVon)^-

(W2)2 

(cos 0,2^2 

+ 

r wl 

-(Wi + f^cos 012) —— (In sin 012)vi 
LVa„ 

W2 

(In sin 0 12)^J + 2WW2 sin 0, ,+ I 12' I CO I —] 
l a22

 j vu22-
Substitution of equation (1) into this equation yields 

*2\ 
(PT)X* = 

1 mn\ 
A 1 

+ —-- (n2-m2)(\n\fan)x
l -2n(m + ncosOl2)J—— (lnVfl^)^ 

«22 
«2(COS 0,2)^2 

[ 171 
(In sin 6n)x\ V«„ 

+ (In sin 012)^2 +2p«coVa7i s in0 1 2 + p2 Ico 12/*1! (9) 
Va2 2 J -> 

where m=pWi, n = pW2, and 7* is calculated from equation 
(4). 

As opposed to the nonisentropic potential in which the den­
sity is computed according to the Poisson equation, a second-
order partial differential equation derived from the momen­
tum equations, a first-order equation for the density is ob­
tained from only one of the momentum equations, and it is 
easily solved numerically. Since another momentum equation 
has been used as the stream function equation, the 
Rankine-Hugoniot relation is surely satisfied. On the con­
trary, any momentum equation is not concerned to the poten­
tial approach, so the use of the Poisson equation to calculate 
density is favorable to the accuracy of the computational 
results. 

To solve equation (9) centered differences and the line relax­
ation procedure are used. 

Finally, a brief comment on the extension of the present for­
mulation to the three-dimensional flow is needed. In this case 
there exist two stream functions \j/] and i/-2 (Giese, 1951) 

pW= Vi/-1 X Vi/<2 

In terms of \j/{ and \j/2 two of the momentum equations (7) 
yield two principal equations and the other one is used to 
calculate the density. So the three-dimensional problem may 
be solved numerically in a manner similar to the two-
dimensional case. 

Solution Procedure and Computational Results 

The overall calculation procedure may be merged into the 
iteration between the calculations of equations (8), (4), and 
(9). At the beginning of calculation, an initial distribution of \j/ 
may be calculated from equation (8) based on an estimated 
distribution of the gas quantities. Density p then may be com­
puted by use of equations (4) and (9), and new variations of 
velocity and other variables are obtained. After these distribu­
tions are found, the next iteration begins and this procedure 
will continue until convergence is reached. Convergence is 
checked when the maximum relative change of the stream 
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Fig. 2 Computational results for Hobson cascade 

^____ I r ro ta t ional stream funtion 

- — — Praaent tosthod 

> • « • Experimental result 

o 0.5 X/L i.o 

Fig. 3(a) Distribution ol pressure coefficient 

I r ro ta t ional stream funtion 

Present method 

0 0.5 !/ !• ' - 0 
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Fig. 3 Comparison of computational and experimental result for DCA 
2-8-10 (M,= 1.03) 

function is less than a prescribed precision, say, 1 x 10"4 . It is 
expected that compared with the irrotational stream function 
calculation, the convergence of the present model is a little bit 
better owing to the introduction of the entropy, and the total 
computing time is also a little bit less owing to the omission of 
the calculation about the two-valued problem of density. The 
calculation practice confirms these judgments. 

A number of transonic cascade flows have been computed 
to evaluate the effectiveness of the present method. Some 
numerical results will be given below. 

1 Hobson Cascade. 
are: P° = 10,332 kg/m2 

the outlet conditions 

The inlet conditions in the calculation 
T° = 288K, X, =0.61, j3, =0.805 arc; 

are: /32 = -0.805 arc, 

° 0.5 X/l t.o 

Fig. 4(a) Distribution of pressure coefficient 

Irrotational i tri 
funtion 
Present oat hod 

Fig. 4(b) Mach number contour 

Fig. 4 Comparison of computational and experimental result for DCA 
2-8-10 (M, = 1.11) 

kg/m2. The computed distributions of Mach number (Fig. 2) 
show that the result of this method is in agreement with the 
original hodograph solution (Hobson, 1972), and is identical 
with the irrotational stream function calculation carried out 
by Wei (1985). The iteration numbers and the time of com­
putation to achieve the same convergence precision for both 
stream function calculations are equivalent. 

2 DCA 2-8-10 Cascade. The cascade geometries are given 
by Star ken (1971). Two flow conditions are calculated: 

(0 M, = 1.03, (3, =61.8 deg, P2/Pt = 1.29 
(/'0 M, = 1.11, /3, =62.5 deg, P1/Px = 1.35 

It is seen from the distributions of the pressure coefficients 
in Figs. 3(a) and 4(a) that the shocks computed by the present 
method are located one or two meshes downstream of those in 
the irrotational method, and are closer to the experimental 
data, while upstream of the shocks the results of both calcula­
tions are identical. In the calculations a 50 X 13 grid is used 
and the shocks are smeared in three-four meshes; corre­
spondingly, in the Mach number contours (Figs. 3b and 4b) 
the positions of the maximum Mach number move 
downstream and their values are almost the same or increase 
slightly. On the other hand, the Mach number after the shocks 
increases. So the shocks are slightly weaker compared with the 
irrotational calculations, which is also in agreement with the 
test results. 

3 r!-(18/l6 /4 A)08 Cascade. The cascade shape is de­
scribed by Savage et al. (1955). The inlet flow conditions: 
M, =0.832 and (3, =30 deg, and the outlet condition /32 = 11.6 
deg, are given. The distribution of calculated Mach number is 
shown in Fig. 5 and compared with the time-dependent solu­
tion (Lu and Chen, 1984), the irrotational stream function 
calculation (Wei, 1985), and experimental data. In this case 
two shocks appear. Even so the present formulation gives a 
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result very close to the Euler solution, as the theoretical 
analysis predicts. Both solutions are quite different from the 
irrotational calculation although the agreement between them 
and the experimental value is quite good. It proves that this 
model is exact in calculating transonic flow with shocks. 

In these examples it is found that the iteration number of 
this method to achieve a prescribed precision is a little bit less, 
the computer code is simpler, and the computing time is 
shorter compared to the irrotational one. 

Concluding Remarks 

The stream function approach may be applied to solve rota­
tional and nonisentropic flows, and its computation is very 
simple. To circumvent the difficulty in computing density 
from the mass flux in the transonic region and to capture the 
effect of entropy across the shock, it is proposed in this paper 
to solve the stream function from one of the momentum equa­
tions combined with the energy equation and to compute the 
density from another momentum equation. 

The numerical results of the transonic cascade flows on the 
surface of revolution show that the shocks from the present 
model are slightly weaker and are placed one or two meshes 
farther downstream compared to the irrotational stream func­
tion calculations, and the agreement with the experimental 
data is also improved. It is also seen that the results of this for­
mulation are very close to Euler solutions. 

From a standpoint of computation the convergence of this 
method is a little bit better than the irrotational one due to the 
effect of entropy. Moreover, the alternate use of two momen­
tum equations not only extends the range of calculation and 
improves the accuracy of the computation, but also simplifies 
the iteration procedure and saves computing time. All these 

will make the wide application of the stream function for­
mulation to the transonic flow calculations possible, as in the 
subsonic case. 
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Mixed-Flow Compressor Stage 
Design and Test Results With a 
Pressure Ratio of 3:1 
This paper presents a brief history of mixed-flow compressors, possible applica­
tions, and the design and measured performance of a recently tested 3:1 pressure-
ratio stage. The stage is intended to run behind a multistage axial compressor; it has 
an envelope radius only 9.4 percent greater than the rotor tip radius. A tandem 
cascade diffusing system is used to promote flow range and thus aid matching to the 
axial stages. Compressor maps from the rig test are presented along with additional 
data (from static taps and exit rakes) that characterize the behavior of various 
elements of the stage. 

Introduction 

Axial compressor design technology has a well-documented 
history, with many cascade tests and data sets supporting an 
established technology base. Centrifugal compressor design 
has a more informal background and the initial progress was 
not as rapid, but the current design methodology is quite 
sophisticated. On the other hand, the mixed-flow compressor 
has a very modest history and it has rarely seen production. 

A literature search revealed that most of the work on mixed-
flow stages in the 1950s and 1960s was hampered by many of 
the same problems that confronted centrifugal designs of that 
era: radial element blades due to structural limitations, no ex­
perimental data base, limited computational ability, and 
serious problems with diffuser design. 

Surprisingly, pump designers (working solely with incom­
pressible fluids) have been quite successful at designing mixed-
flow pumps and turbines for many years. Indeed, early mixed-
flow designs for air could have been more successful if the ex­
isting pump designs were scaled and then corrected for 
compressibility. 

Eventually, turbomachinery compressor designers 
developed powerful computational design tools for arbitrary 
geometry airfoils, brought centrifugal compressors to the 
point that they became competitive in some jet engines, and 
developed an understanding of fundamental compressible 
fluid mechanics for turbomachinery that permitted successful 
mixed-flow designs [1]. Published data on mixed-flow stages 
that were developed over the last ten years are still small, 
however. It is expected that the ultimate efficiency potential of 
the mixed-flow stage is quite high and that more widespread 
use will develop. This paper reports on one modern stage at 
3.02:1 pressure ratio designed to exhibit wide range for 
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MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 3, 1987. Paper No. 
87-GT-20. 

matching to a series of axial stages. It is hoped that the results 
of this study will stimulate further investigation. 

Applications 

The mixed-flow stage is expected to be advantageous in 
situations in which the overall stage diameter is of critical im­
portance or in designs in which several axial stages can be 
replaced by a single mixed-flow stage as a cost reduction. 

Turbochargers of low to moderate pressure ratio are an ob­
vious possibility, since an increase in the overall stage length 
could be less critical than the benefits of a reduction in the 
maximum stage diameter. Care would be needed to ensure 
that the pedestal support for the rotor minimizes the polar mo­
ment of inertia. 

Conventional short-range missiles with turbojet or turbofan 
engines are similar in their requirements, since the maximum 
stage diameter is often established by a centrifugal compressor 
stage. 

An example of substitution for axial stages would be that of 
high-pressure-ratio turbofan engines, which often use six to 
ten axial stages. The last axial stages are quite small and their 
entrance conditions and matching requirements limit their 
pressure ratio. For instance, the 3.02:1 pressure ratio stage 
presented in this paper could substitute for three axial stages 
with pressure ratios of 1.5, 1.44, and 1.4. If these small axials 
averaged only 86 percent efficiency each, then a mixed-flow 
stage with 85 percent efficiency overall would provide better 
performance and only three blade rows would be needed in­
stead of six. The overall length is similar. 

Program Goals and Preliminary Design 

The mixed-flow stage was designed in tandem with a 
multistage axial compressor running on the same shaft. The 
major reason for using a mixed-flow stage was to eliminate 
three small axial stages. The corrected mass flow was selected 
to be in the 3 kg/s (6.6 lb/sec) size class. An efficiency goal of 
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Table 1 Rotor geometric and aerodynamic characteristics Table 2 Diffusing system geometric and aerodynamic characteristics 

NUMBER FULL BLADE 

NUMBER SPLITTER BLADES 

INDUCER HUB RADIUS 
INDUCER TIP RADIUS 
INDUCER TIP CLEARANCE 

INDUCER BLADE ANGLE (REF AXIALI AT HUB 
INDUCER BLADE ANGLE IREF AXIALI AT MEAN 
INDUCER BLADE ANGLE IREF AXIALI AT TIP 
INDUCEB L.E.H. AT HUB 

INDUCER L.E.R. AT TiP 
SNOUCEff THROAT AREA 

IMPELLER EXIT RADIUS 

IMPELLER EXIT BLADE ANGLE IREF RADI 
IMPELLER EXIT BLADE HEIGHT 
IMPELLER EXIT BLADE CLEARANCE 

STAGE OESIGN POINT COHRECTEO F10W RATE 

STAGE DESIGN POINT CORRECTED SPEEO 
STAGE DESIGN POINT PRESSURE RATIO ITT) 
STAGE OESIGN POINT EFFICIENCY IT-TI 

INDUCER RELATIVE MACH NUMBER AT HUB 
INDUCEH RELATIVE MACH NUMBER AT TIP 

INDUCEH BLOCKAGE 
INDUCER INCIDENCE AT HUB 

INDUCER INCIDENCE AT MEAN 
INDUCER INCIDENCE AT TIP 

(MPELtER CORRECTEO EXIT SPEED 
IMPELLER DEVIATION ANGLE 

IMPELLER WORK FACTOR I Z I " 
IMPELLER EXIT RELATIVE AIR ANGLE IREF MERI 

IMPELLER EXtT AHSOLUTE AIH ANGLE IREF MER) 
IMPELLER EXIT HELATIVE MACH NUMBER" 
IMPELLER EXIT RLOCKAGE (AERO)'* 
IMPELLER CORRECTED EXIT STATIC PRESSURE 

IMPELLER CORRECTEO TEMPERATURE RISE 
IMPELLER RELATIVE VELOCITY R A T I D " 

GEOMETRY (HOT) 

mm (inchesI 

ram (inchesl 
rani (inches! 
(degrees! 

Idegreesl 
I degrees I 
mm Finches) 

mm (inches) 

mm' (inches')* 

mm (inches]" 
(degreesi*' 

ram (inches! 
ram (inches! 

AERODYNAMICS 

kg.'sec ( M s e e l 

(degrees) 
[degrees) 

(degrees) 

m. ' sec t l l j sec r 

(degrees)** 

(Degrees!" 
(degrees!" 

lpS!3)" 

I'm 

12 
12 
68.6 

99.95 
D.25 
4B.32 

54.65 
5B.55 
0.83 

0.25 
8.574 

122.7. 

(2.70001 
(3.93501 
10.010) 

(D.0325) 
(0.010! 
113.29) 

128.5. 134.6 14.83. 5.06, 5.301 

19.9, 31.9, 48.96 
13.5 
0.25 

2.89 
31,97. 

3.02:1 
0.837 

0.786 
1.139 

0.020 
11.7 
5.4 
1.5 

(0.5313) 
(0.010) 

(6.351 

411 .430 . 450 11.347, 1,412. 1,4791 
9.2. 6.0. 4.3 

O B I , 6B, 0.63 
30.5. 36.8. 54.1 

68.5, 58.2, 67.0 
0.40. 0.61, 0.53 
0.13. 0.07. 0.18 
26 5, 2B.0, 29.1 

229.3 
0.58. 0 68,0 .54 

at least 0.837 (total-to-total) was specified as the minimum for 
the mixed-flow stage with a higher value desired. 

Comparison with three axial stages indicated that the 
mixed-flow stage would be comparable in overall length and 
efficiency. The reduction in blade rows from three rotors and 
three stators to one rotor and two stators showed a significant 
cost advantage. 

The weight and polar inertia of the mixed-flow stage would 
probably be higher than those of the three-stage axial com­
pressor, with the exact differences dependent upon the design 
of the pedestal support for the rotor. 

A flowpath outer diameter limit of 305 mm (12 in.) was 
established as a packaging constraint for the mixed-flow stage. 

Additional goals arose from the aerodynamic requirement 
to match the mixed-flow stage to the axial ones without in­
terstage bleed except, possibly, at startup. Thus, wide range 
was needed along with tolerance to a skewed entry profile. 
Finally, it was desired to use a cylindrical flowpath for con­
necting the axial stages to the mixed-flow stage in order to 
minimize axial length and ducting losses. 

A computer code for matching axial stages to a centrifugal 
stage on the same shaft was modified and used extensively to 
study the various possibilities. "Meanline" or preliminary 
programs were also used to characterize the behavior of the 
axial stages or the mixed-flow one. This work was carried out 
in considerable depth since experience has shown that errors in 
diffusion levels, blade loading, and flow angles during the in­
itial definition of a stage flowpath cannot be rectified during 
the detailed blading design regardless of the degree of 
sophistication of the final aerodynamic design programs. 

Major matching parameters were speed and work-split (i.e., 
pressure ratio). Other significant items included axial stage ex­
it radii (which determine both entrance axial Mach number 
and ( 'inducer" relative Mach numbers), mixed-flow exit blade 
angles, and diffusion and relative turning projected for rotor 
and diffusing system. Key output variables were the tip 
relative Mach number of the first axial stage and its specific 
flow and the exit Mach numbers and angles from the mixed-
flow rotor. Projected maps were generated for acceptable 
designs and then run through a map-merging program to ob­
tain an overall map. 

Specific speed of the mixed-flow stage was limited to 0.92 
(nondimensional value) in order to avoid excessive shock 
losses on the first axial stage. An application that needed only 
the mixed-flow stage would run 30 to 40 percent faster with a 
much lower leading edge hub/tip ratio. 

The final mixed-flow stage has a pressure ratio of 3.02:1, 

VANELESS RAD RATIO MEAN (MERIDIONALS) 
VANELESS INLET HADIUS MEAN 

VANELESS PASSAGE HEIGHT - INLET 
VANELESS PASSAGE HEIGHT - EXIT 
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STAT0R ONE INLET METAL ANGLE IREF MERI 
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STAT0R ONE VANE TYPE 

STATOH ONE SOLIDITY* 
STAT0R ONE CAMBER 
STATOH ONE CHORD 

STATOR ONE TIC 
STATDR ONE LER 

STATOR ONE TER 
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0.11 
28.7. 30.0. 30.4 

6.2, - 0 .3 , 4.5 
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0.30 

= 15 

1.731 

1331 

with corrected mass flow and speed of 2.89 kg/s (6.35 lb/sec) 
and 31,971 rpm, respectively. Its inducer hub radius of 68.6 
mm (2.700 in.) and tip radius of 99.95 mm (3.935 in.) result in 
a high hub/tip ratio (0.686). Lower values, although desirable, 
were detrimental to the axial stages' surge margin and 
efficiency. 

Meanline geometric and aerodynamic characteristics for the 
mixed-flow rotor and diffusing system are presented in Tables 
1 and 2, respectively. It should be noted that the stage 
diameter of 294.6 mm (11.60 in.) is well under the 305-mm 
(12-in.) goal. 

A splitter-bladed rotor (12-12 blades) was selected to gain 
choke margin, reduce incidence sensitivity, assist fabrication, 
and lower entrance losses. 

The diffusing system employs a tandem stator arrangement 
with 27 vanes in the first row and 54 vanes in the second row. 
This design philosophy draws on previous experience with 
wide range diffusers for centrifugal stages. Briefly, the first 
row is lightly loaded and its low solidity allows acceptance of 
significant incidence variations resulting from changes in mass 
flow or entry profile. The second row is confronted with near­
ly constant incidence over various operating conditions, and 
hence its loading can be quite high. A meridional contraction 
is used on both rows to obtain the desired diffusion factors. 

An annular diffuser completes the stage. It lowers the exit 
Mach number to a level consistent with the bounding collec­
tion plenum. 

Axial length of the stage would be lowered for a production 
application by overlapping the stators and possibly reducing 
the rotor axial length. This stage, however, was designed to in­
vestigate the basic concept and allow individual stator fabrica­
tion (and substitution if necessary). A meridional view of the 
stage is presented in Fig. 1. 

Detailed Design 

Estimated total pressure and total temperature profiles 
from the last axial stage were available to assist in the detailed 
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Fig. 1 Meridional view of the mixed-flow stage 

design of the blading. A spanwise variation of about 4 percent 
in total temperature was predicted along with a hub total 
pressure approximately 4.5 percent below the average value. 
Both incidence angles and blade loading distribution are 
dependent upon the predicted axial stage exit characteristics, 
but there was no guarantee of the accuracy of these estimates. 
Thus, the reduced entrance sensitivity of a splitter-bladed 
rotor with conservative loading was indicated. 

Rotor flowpath was established in tandem with the blade 
loading calculations to control relative velocities and the 
distribution of the energy addition. A Bernstein-Bezier 
polynomial program determined the shape of the hub and 
shroud contours. In brief, this technique allows local control 
of an analytic curve through the use of "puppet points" that 
adjust the curve in the proximate region. Precise control of 
slopes and curvatures is possible throughout the flowpath. 

Curvatures of 0.0 were obtained at the leading edge and 
trailing edge of both contours. Curvature increased in the "in­
ducer" region to maximums of about 0.55, which then 
decreased to 0.0, obtained - 0 . 2 to - 0 . 3 after the inflection 
point, and then finally reached 0.0 at the rotor exit. This ap­
proach follows the philosophy of turning moderately in the in­
itial region of the flowpath where the boundary layers are 
healthier. Curvature values throughout the rotor flowpath are 
shown in Fig. 2. 

Maximum slopes of 33 deg and 45 deg were reached on the 
shroud and hub, respectively. These values are substantially 
below the 90 deg typical of centrifugal compressors and they 
result in substantially reduced secondary flows. An analogy 
with flow in curved pipes is quite appropriate. 

Loading throughout the flowpath was also controlled using 
the Bezier-Bernstein technique. In this case, the vorticity 
derivative with respect to meridional distance was used as the 
adjustable curve. 

The rms streamline loading is fairly conventional with 
moderate trailing region suction surface diffusion (Fig. 3). 

Relative velocity ratios (neglecting loading) on the hub, rms, 
and tip streamlines are 0.58, 0.68, and 0.54, respectively. 

Boundary layer calculations were made for the above three 
streamlines on both the pressure and suction surfaces for both 
the full blades and the splitters. These computations adjust the 
boundary layer behavior for the effects of blade loading, i.e., 
Richardson number. Although it is recognized that the 
calculations can only be approximate due to the very complex 
flow situation in mixed or centrifugal turbomachinery, they 
do serve as a semiquantitative guide to the highly nonlinear 
behavior that is typical of boundary layers, and thus they are 
of value in selecting surface velocities and loading 
distributions. 

Separation was predicted for only three streamline surfaces. 
The full blade hub pressure surface showed a separation about 

0.0 0.1 0.2 0.3 0.1 0.5 0.6 0.7 0.8 0.9 1.0 

NORMALIZED MERIDIONAL LENGTH 
A-41590 

8I7I8G 

Fig. 2 Rotor meridional curvature levels 

2/3 of the way through the flowpath. The hub loading reveals 
that this boundary layer almost makes it through the point of 
minimum velocity and it could well be successful given the 
stable character of hub pressure surface flows. A somewhat 
similar situation also exists on the full blade shroudline 
pressure surface. 

Finally, a shroudline suction surface separation was 
predicted at about 90 percent of the way through the 
flowpath. No separations were predicted anywhere else. The 
splitter blade pressure and suction surface velocities were par­
ticularly stable, with shape factors on the order of 1.4 to 1.8. 
It was decided to accept the above situation since a reduction 
in blade loading or diffusion would create other potential effi­
ciency costs in the remainder of the stage. 

A careful integration of the inducer choke flow (using the 
estimated axial stage exit conditions) resulted in a choke 
margin of 3.8 percent. Although quite low, it was accepted 
since additional choke margin would require increased in­
cidence levels and the current hub value of around 10.9 deg is 
considered fairly high. 

Deviation angles were selected based upon centrifugal com­
pressor practice; they were a function of the exit blade angle 
and they were distributed along the approach to the trailing 
edge. 

Aerodynamic blockages within the rotor were based upon 
smoothed and interpolated displacement thicknesses from the 
output of the Richardson number-corrected boundary layer 
calculations. The rotor's aerodynamic loss distribution drew 
upon correlations for similar boundary layer characteristics in 
centrifugal stages. The losses projected at the trailing edge are 
nonlinear with minimum loss on the rms streamline and higher 
losses on both the hub and tip streamlines. Boundary layer 
calculations indicated that a fillet radius of 3.18 mm (0.125 
in.) would be appropriate, and this value was used for both 
blade types. Detailed information regarding the rotor design is 
available from Table 1. 

A "vaneless space" was used to reduce the dynamic interac­
tion between the rotor and the cascade stator system. The 19 
mm (0.748 in.) meridional spacing also results in a reduction 
of about 0.06 in Mach number at the stator leading edge. This 
is of significant benefit to the stage range. The Bezier-Berstein 
polynomial approach was used to contour the vaneless space 
in order to avoid any acceleration of flow due to curvature 
effects. 

The cascade stator system was designed with particular at­
tention to the strong three dimensionality of the flow exiting 
from the mixed-flow rotor. Double circular arc airfoils were 
used with variations in stagger and camber from hub to 
shroud [2, 3]. The first stator looked much like a pipe diffuser 
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Fig. 3 Rotor blade loading, rms streamline

Table 2 also presents detailed geometric and aerodynamic
information for the diffusing system.

Fig. 6 Relative location of the Iwo stators

Fig. 4 Rolor afler machining

Fig. 5 First stator ring

at its entrance due to the difference in stagger between the
mean section and the two wall sections.

The first stator had an rms streamline diffusion factor of
0.255 and an incidence close to 0 deg. Endwall incidences and
diffusion factors were slightly higher. An overall choke
margin of 7.8 percent was obtained. The second stator had
similar incidences, but the rms diffusion factor was 0.5.

Lean angles along the first stator trailing edge of the cascade
diffuser design were adjusted to align with the second stator
leading edge lean distribution so that the stators could be off­
set in a realistic manner. A guide was used to determine the
tangential and axial offsets along with experience on similar
cascade arrangements [4J. A fillet radius of 1.14 mm (0.045
in.) was used on both vanes as a result of boundary layer
calculations.

Stator design was the most difficult aspect of the project,
since it combines a substantial diffusion (Mach 0.76 through
0.87 down to Mach 0.42) with a large amount of turning (an
inlet air angle approximately 70 deg is reduced to approx­
imately 7 deg).

An annular flare diffuser completes the stage. It lowers the
exit Mach number to 0.30, and it reduces the chaotic flow that
would result from dumping the flow at the second stator exit
where measurements are made.

Stage Mechanical Design and Fabrication

The stage is a research project only, and hence, the arrange­
ment of hardwm:e and test rig was oriented toward obtaining
instrumentation access, reasonable cost, and high reliability
with little effort devoted to high-volume production or weight
reduction.

The test rig could be easily modified to allow operation with
the axial stages upstream. Rotor backface bleed level is
metered, and shaft dynamics and other mechanical concerns
are addressed.

The rotor was designed to handle stresses and temperatures
of operation with axial stages upstream. A dynamics analysis
indicated that all blade modes below the ninth would lie out­
side of the operating range.

Inspection slices were taken of the rotor blades (both types)
and then compared to CAD/CAM sections of the
aerodynamic definition. Very good agreement was obtained
except that the blades were slightly thin in part of the trailing
edge region. Figure 4 shows the rotor. Note the high blade
wrap (large change in polar angle), the splitter arrangement,
and the high inducer hub/tip ratio.

Average rotor surface finish was approximately 60 {tin. rms.
A slightly better value (about 32 {tin. rms) would be desirable
for production items.

A cover with an abradable shroud (aluminum polyamide)
was used to permit running with the design clearance of 0.25
mm (0.010 in.) or less.

Both stators were also produced by Williams International
using the pantograph technique. The first stator is highly three
dimensional, as can be seen in Fig. 5. Stator one was brazed to
its outer contour, while stator two has a constant outer radius
which was designed to press fit into its casing. Relative stator
location is revealed in the mean section sketches of Fig. 6.

Stator inspection revealed very good fidelity to the design
contours although the fillet radius on the first stator was 2.29
mm (0.090 in.) instead of the print value of 1.14 mm (0.045
in.). No significant impact on the performance was
anticipated.

As shown in the meridional view (Fig. 1), the annular flare
exits outward. This was done solely to mate with an existing
plenum; in an actual application it would diverge downward
to maintain the envelope.
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Table 3 Instrumentation description 

LOCATION 

BE1LM0UTH 

STAGE ENTRANCE 

ROTOR 

STATOR ONE 

STATOR TWO 

ANNULAR FLARE 
EXIT 

PLENUM 

TYPE 

PS 
P-r(BAROMETER) 

TTIAMBIENT| 

PS 
PT 
TT 

PS 
PS 
Ps 
PS 
Ts 

CLEARANCE 

PS 
PS 
PS 
PS 

PS 
Ps 

PS, DYNAMIC 

PT 

PT 

PT 

TT 

PS 

QUANTITY/NOTES 

2 
1 

2 

3 
8 KIEL 

2 FIVE-ELEMENT RAKES 

6 NEAR THROAT 
6 AT SHROUD EXIT 
3 AT HUB EXIT 
5 IN BACKFACE CAVITY 
4 IN BACKFACE CAVITY 
1 ROTADATA AT "KNEE" 
1 ROTADATA AT TIP 

3 AT LE HUB 
3 AT LE SHROUD 
3 AT SHROUD THROAT 
6 AT TE 

4 AT TE SHROUD 
4 AT TE HUB 
2 ENTRANS AT TE 
13 ELEMENT RAKE AT 
HUB, 
2 PITCHES 
2 KIELS NEAR TIP AND 
RMS 

3 FIVE-ELEMENT RAKES 
(WITH AXIALS UPSTREAMI 
3 FIVE-ELEMENT RAKES 

3 

Rig Instrumentation 

Instrumentation was installed to achieve twin goals of 
overall stage performance measurement and detailed in-
trastage element characterization. 

The work input into the stage was measured using calibrated 
thermocouples at the stage entrance and exit. Two five-
element inlet rakes were used along with three five-element 
rakes at the annular flare exit. Although not as accurate as a 
calibrated torquemeter, the temperature-based work input ap­
proach was estimated to read within 1 percent of the true 
mechanical work. The inlet thermocouples were located 0.28 
m (11 in.) ahead of the rotor leading edge to avoid heat 
transfer and backflow effects. 

Inlet total pressure was obtained from eight probes located 
at various radii near the stage entrance. Stage exit flow was ex­
pected to be skewed in both the radial and circumferential 
directions at the second stator exit. Hence, rakes were used at 
three different radii. One rake had 13 elements which spanned 
two full vane pitch. It was supplemented by Kiel probes and 
later by three five-element rakes at the flare exit for the com­
bined test with the axial stages upstream. 

Static taps with 0.51 mm (0.020 in.) holes were liberally 
sprinkled throughout the stage to provide information about 
the various stage elements. Two sets of three holes each were 
located near the rotor throat to assist in determining rotor 
choke. Rotor efficiency was computed using static pressures 
from six shroud taps and three hub taps at the rotor tip plus 
the measured work input of the stage. The taps were equally 
spaced circumferentially. 

The first stator had six taps at its leading edge, three at its 
throat (shroud side only since it becomes sonic last), and six 
taps at the trailing edge. The second stator had eight trailing 
edge taps (four of each of the shroud and hub) to assist in the 
analysis of the exit flow field. Total pressure rakes were also 
located in this plane. Additional static taps were located in the 
rotor backface cavity to help model secondary flows and sup­
port the backface bleed settings. Finally, three static taps were 
located in the collection plenum to permit rating the stage on a 
total-to-static basis. 
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Fig. 7 Stage temperature rise data 

Static temperature thermocouples were installed in the rotor 
backface region to monitor operating temperatures. They 
were especially useful during operation with the axial stages 
upstream since temperature levels were much hotter. 

An accurate measurement of the rotor running clearance is 
essential in order to assess the efficiency potential of the stage 
and to provide feedback to the mechanical design group, 
Rotadata Ltd. Clearance probes were used at the rotor tip and 
"knee" during the test (Fig. 1). Also, nine rub tabs were in­
stalled (three at the leading edge, three at the "knee," and 
three at the tip) to provide a check of the Rotadata 
measurements after rig dissasembly. 

An online data system provided an instantaneous CRT 
display of overall pressure ratio and efficiency, AT/T, percent 
operating speed, corrected mass flow, backface bleed level, 
running clearance, and options for display of all other infor­
mation. All the raw data were stored on disk for entry into a 
master data reduction program. 

Two Entran high-response static pressure transducers were 
installed 120 deg apart at the stage exit. They were used to 
record the static pressure signal as the stage approached and 
entered surge. This information was taken to assist the study 
of stage matching with the axial stages upstream. 

Additional instrumentation (vibration levels, bearing 
temperatures) was installed to monitor the mechanical health 
of the rig. Table 3 summarizes the type, location, and quantity 
of the instrumentation. 

Analysis of the Test Rig Data 

The compressor was assembled to achieve a design point 
running clearance of 0.25 mm (0.010 in.), and values of 0.18 
to 0.36 mm (0.007 to 0.014 in.) were measured over most of 
the data recording using the Rotadata probes, with the tighter 
clearances achieved at the "knee" of the rotor. Running 
clearance could be varied somewhat during the test by adjust­
ment of the air pressure to a thrust piston. Minimum 
measured running clearances, 0.33 mm (0.013 in.) at the tip 
and 0.05 mm (0.002 in.) at the "knee," were confirmed upon 
disassembly by the rub tabs. 

Although the stage was designed for use with the estimated 
axial stages' exit conditions, the mixed-flow rig test was run 
with a clean inlet (ambient total pressure and temperature con­
ditions), since its performance with the axial stages upstream 
would be measured later. The clean entry conditions result in 
inducer relative Mach numbers of 0.834 at the hub and 1.144 
at the tip compared to design values of 0.786 and 1.139 as 
given in Table 1. 

The test was run using corrected operating speeds of 70 
through 105 percent with six or seven different mass flows at 
each speed. Mass flow was lowered from wide open throttle 

Journal of Turbomachinery OCTOBER 1987, Vol. 109/517 

Downloaded 01 Jun 2010 to 171.66.16.57. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S - (WOOED SURGE 

3 0 0 - f c = PREDICTED CHOKE 

CORRECTED HOW IL 

11 
1 ) 

<\ o 
IS 
h 
l l 

X 
o 
e 

CORRECT SPEED 

RPM 

15555 
15970 
1713S 

22396 
25620 
2B7A5 
30390 
31935 
33579 

DESIGN GOAL 

PET 

-19 
50 
51 
EO 
70 
BO 

95 
100 
105 

0.60 

0.40 

0 00 

. " I 

"' / 

/ CORRECTED SPEED 

RPM 

3 15555. 

£> 15970. 

* 17138. 

6 I923B. 

W 22396. 

PCT 

49 

50. 

54. 

60. 

70. 

J ) 
xiO 

DESICN GOAL © 

» 25620. 

* 28785. 

* 30390. 

K 31995. 

> 33579. 

) 

4J 

80. 

90. 

95. 

100. 

105. 

4.00 5.00 I 

CORRECTED FLOW ILBMISECI 

Fig. 10 Measured stage exit Mach number 

Fig. 8 Compressor map from rig data 
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Fig. 9 Measured stage efficiencies 

down to audible surge with the lowest mass flow point taken 
just slightly above surge. Several minutes elapsed between 
each data point recording to allow the rig to reach thermal 
equilibrium. In addition to the full-speed line data, several 
wide open throttle points were taken at 50, 54, and 60 percent 
speeds. 

The measured AT/Tfov the test is shown in Fig. 7. The data 
quality is quite good, and AT/T at the 100 percent speed 
design massflow point is easily within 1 percent of the pro­
jected value. Rotor choke at 100 and 105 percent speeds is also 
apparent. Figure 8 plots the overall total pressure ratio (at the 
second stator exit) versus corrected mass flow. Also shown are 
the projected surge (S) and choke (C) flows for the various 
speeds. 

The design pressure ratio was met and the flow range is 
good. Also shown on the plot are the chokeflows for 50, 54, 
and 60 percent speeds. This information was of value in study­
ing the startup match to the axial stages. 

Predicted surge mass flows were made solely on the basis of 
the diffusion factor on the first stator. A mean diffusion fac­
tor of 0.55 was used as the limiting value for this stator, and 
the accuracy of this simple technique appears good. Rotor 
shroudline relative velocity ratio was monitored during the ef­
fort, and rotor stall would precede stator stall at low pressure 
ratios such as 50 to 60 percent speed operation. 

Predicted choke flows are also quite good. They are based 
upon the throat conditions in the first stator for all speeds ex­
cept 100 and 105 percent, where rotor inducer choke became a 
limiting factor. 

Thus, straightforward monitoring of fluid mechanics did a 
good job of flagging the first stator as the controlling element 
for most of the speedlines. Clearly, a better first stator could 
be expected to extend the flow range, which is already good. 
This could be accomplished by using a boundary layer driven 
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Fig. 11 Rotor efficiency calculated from rig data 
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Fig. 12 Measured diffusing system u> 

airfoil design instead of the circular arc currently used and 
also by measuring the flowfield at the stator leading edge 
before designing this element. 

Operation above 105 percent speed was not attempted since 
the flow range was being limited by rotor inducer choke. It 
should be noted that a mixed-flow stage designed with a lower 
hub/tip ratio for operation without upstream stages could ac­
complish a substantially higher pressure ratio. Pressure ratios 
of around 5:1 are indicated as not unreasonable by the design 
programs. 

Total-to-total efficiencies at the second stator exit are 
shown in Fig. 9. These efficiencies are at or above the pro­
jected levels, with 84 percent reached at the design point and 
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peak efficiencies of around 84.5 percent at the lower speeds. 
As might be expected, the peak efficiencies are near the center 
of the flow range and, hence, they are usable. 

These efficiences were achieved at ambient inlet conditions 
with a rotor having a surface finish of about 60 rpms. They are 
quite respectable for a machine in the 3 kg/s (6.6 lb/sec) flow 
size. Higher efficiencies were obtained in the combined tests 
with the axial stages upstream due to Reynolds number 
effects. 

The second stator exit Mach number is shown in Fig. 10. It 
is at the projected 0.45 value at the design point, with other 
values depending strongly upon the operating condition. 

Static taps allowed detailed tracing of the performance of 
the various stage elements. Figure 11 shows the rotor total ef­
ficiency calculated when the measured A77T is used along 
with the nine static pressure taps at the rotor tip. 

Loss coefficient for the diffusing system (vaneless gap and 
both stators) is shown in Fig. 12. Note the rather broad loss 
buckets when the flow is outside of choke. This is typical of 
low solidity cascades with a moderate entrance Mach number. 

Accurate static pressure values are difficult to obtain across 
the skewed rotor exit flowfield. The level of static pressure 
measured will influence the division of the stage performance 
into rotor efficiency and diffusing system losses. Nevertheless, 
it seems likely that the rotor efficiency was significantly higher 
than the conservative design goal of 87 percent. 

The test data of Fig. 11 were reduced using the design 
estimate of 7 percent rotor exit aerodynamic blockage. A rotor 
efficiency of 91 percent is shown at the design conditions. If 
the aerodynamic blockage was reduced to the unrealistic value 
of zero percent, the measured rotor efficiency would decrease 
only to 90 percent. Thus, losses in the vaneless region and the 
very low aspect ratio stators were probably higher than their 
design goal. 

Static taps also allowed other information to be deduced, 
including the loss split between stators and when rotor or 
stators were in choked conditions. Static taps at the annular 
flare exit allowed calculation of the Mach number at this loca­
tion. It is Mach 0.30 at the design point using the measured 1 
percent loss in total pressure in the flare. 

Summary and Conclusions 

Specific speed of this mixed-flow compressor is fairly low 

due to the upstream axial stages, and thus much technology 
was drawn from centrifugal compressor capabilities, with only 
modest assistance from axial compressor methodology. It is 
encouraging that these design procedures could be used with 
very good predictive capability. Probably the biggest surprise 
from this effort was that there were no surprises! 

During the several years following design completion, rig 
testing, and publication of this paper, several advancements 
have been made in design capabilities which should promote 
improved performance. For example, both stators would now 
be designed using arbitrary thickness and camberline distribu­
tions. The loading analysis is obtained from an inviscid Euler 
code coupled with a boundary layer postprocessor. 

Matching the stage to a downstream burner could probably 
be done most compactly using a hybrid diffuser (a passive 
boundary layer control configuration) [5]. 

Rig testing of this stage with upstream axial stages has been 
accomplished with good results. The work was done under a 
classified contract which presents detailed information con­
cerning the design and performance of the axial stages [6]. 

Acknowledgments 

Sincere appreciation is given to Williams International for 
permission to publish this paper, and to compression systems 
leader Ed Worth and test engineers Dennis Roemer and 
Sharon Wilson for their valuable assistance. 

References 

1 Dodge, J. L., et al., "Mixed-Flow Compressor Program," Parts I, II, and 
III, AFWAL-TR-80-2047, May 1982. 

2 Pampreen, R. C , "The Use of Cascade Technology in Centrifugal Com­
pressor Vaned Diffuser Design," ASME Paper No. 72-GT-39, 1972. 

3 Senoo, Y., Hayami, H., and Ueki, H., "Low-Solidity Tandem-Cascade 
Diffusers for Wide-Flow-Range Centifugal Blowers," ASME Paper No. 
83-GT-3, 1983. 

4 Bammert, K., and Staude, R., "Optimization for Rotor Blades of Tandem 
Design for Axial Flow Compressors," ASME Paper No. 79-GT-125, 1979. 

5 Adkins, R. C , Matharu, D. S., and Yost, J. O., "The Hybrid Diffuser," 
ASME Journal of Engineering for Power, Vol. 103, 1981, pp. 229-236. 

6 Worth, E. M., et ai., "Low-Cost, High-Performance Two-Stage Axial 
Compressor," AFWAL-TR-86-C2384 (Confidential), Dec. 1986 (to be 
published). 

Journal of Turbomachinery OCTOBER 1987, Vol. 109/519 

Downloaded 01 Jun 2010 to 171.66.16.57. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. Deutsch 

W. C. Zierke 

The Applied Research Laboratory, 
The Pennsylvania State University, 

State College, PA 16804 

The Measurement of Boundary 
Layers on a Compressor Blade in 
Cascade: Part 1—A Unique 
Experimental Facility 
A unique cascade facility is described which permits the use of laser-Doppler 
velocimetry (LDV) to measure blade boundary layer profiles. Because of the need 
for a laser access window, the facility cannot reply on continuous blade pack suction 
to achieve two-dimensional, periodic flow. Instead, a strong suction upstream of the 
blade pack is used in combination with tailboards to control the flow field. The 
distribution of the upstream suction is controlled through a complex baffling 
system. A periodic, two-dimensional flow field is achieved at a chord Reynolds 
number of 500,000 and an incidence angle of 5 deg on a highly loaded, double cir­
cular arc, compressor blade. Inlet and outlet flow profiles, taken using five-hole 
probes, and the blade static-pressure distribution are used to document the flow 
field for use with the LDV measurements (see Parts 2 and 3). Inlet turbulence inten­
sity is measured, using a hot wire, to be 0.18percent. The static-pressure distribution 
suggests both separated flow near the trailing edge of the suction surface and an in­
itially laminar boundary layer profile near the leading edge of the pressure surface. 
Probe measurements are supplemented by sublimation surface visualization studies. 
The sublimation studies place boundary layer transition at 64.2 ± 3.9 percent chord 
on the pressure surface, and indicate separation on the suction surface at 65.6 per­
cent ± 3.5 percent chord. 

I. Introduction 

Over the past two decades, techniques for computing com­
plex flows have become increasingly more sophisticated. 
Steger [1], Thompson [2], Rubin and Khosla [3, 4], Beam and 
Warming [5], and Briley and McDonald [6] have computed 
viscous flows at reasonable Reynolds numbers; Davis and 
Werle [7] and Johnston and Sockol [8] have studied viscous-
inviscid interaction; and Edwards and Carter [9] and Melnik 
and Brook [10] have computed through separated regions. 
Further, all computations may now involve complex tur­
bulence models, such as the models by Bradshaw et al. [11] 
and Launder et al. [12]. It is desirable that these techniques 
find their way into the turbomachinery design process. These 
numerical techniques are capable of very detailed predictions, 
but to be used with confidence, they should be tested against 
very detailed experimental data under typical flow conditions. 
As turbomachinery testing has generally been concerned with 
overall turbomachinery performance rather than with the 
details of the flow field, such data are lacking. 

In order to provide some of the needed data, we used a one-
component laser-Doppler velocimeter (LDV) to measure the 
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two-dimensional periodic flow field about a double circular 
arc, compressor blade in cascade. Eleven boundary layer pro­
files were taken on both the pressure and suction surfaces of 
the blade; two profiles were taken in the near wake. All 
measurements were made at a chord Reynolds number (Rec) 
of 500,000 (± 1 percent) and an incidence angle of 5 deg (that 
is, the stagnation point is on the pressure surface). The tur­
bulence intensity in the incident flow was 0.18 percent. With 
an incidence angle of 5 deg, the pressure surface exhibits a 
large region of laminar flow (up to roughly 60 percent chord); 
transition on the pressure surface appears to be incomplete. 
The suction surface profiles appear to separate both at the 
leading edge and again somewhat beyond midchord; the 
leading edge separation apparently reattaches by 2.6 percent 
chord. Using the terminology of Simpson et al. [13], we found 
incipient detachment to occur at 60 percent chord on the suc­
tion surface and transitory detachment to occur at 83 percent 
chord. Inlet and outlet five-hole probe measurements and 
blade static-pressure measurements supplement the blade 
boundary layer profiles. Surface flow visualization, through 
sublimation, complements the transition and separation 
region data. 

Because of the unique requirements on a cascade facility 
suitable for LDV studies and the need for a thorough 
documentation of the flow field, we use Part 1 of the study to 
describe the facility and to present cascade results. Part 2 
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presents and discusses the suction surface boundary layers, 
while Part 3, presents and discusses the pressure surface 
boundary layers and the near wake. Before describing the 
facility and the cascade results, we will attempt to put the cur­
rent study in perspective by describing previous detailed 
measurements both in rotating systems and in cascades. 

II Historical Background 

Several researchers have attempted to measure boundary 
layers on turbomachine blades. Evans [14] measured bound­
ary layers at four chord (c) locations at midspan on the suction 
surface of a stator blade (c = 305.0 mm and Rec = 500,000). 
The hot-wire measurements were made in an axial-flow com­
pressor at three time-mean incidence angles on a row of sta­
tionary blades preceded by a row of rotating blades. The 
stator blades cut the wakes to the rotor blades and the rotor 
wake segments are subsequently transported through the 
stator passages. Since the wake segments involve low-velocity 
fluid, the boundary layer is subject to a periodically varying 
freestream, and the blade is subject to a periodically varying 
incidence angle. Ensemble-averaged velocity profiles eliminate 
the random unsteadiness caused by turbulence. However, the 
periodic unsteadiness is preserved. The ensemble-averaged 
velocity profiles at 30 and 50 percent chord show that the 
boundary layers alternate between laminar and turbulent 
because of the unsteady flow. As a result, the time-mean 
velocity profiles exhibited a larger boundary layer growth than 
was expected. 

Anand and Lakshminarayana [15] measured boundary 
layers on the rotor blades of a rocket pump inducer using a 
three-sensor hot-wire probe rotating with the blades. Because 
of imbalances in the radial pressure force and inertia forces in 
the blade boundary layer, outward radial velocities develop in 
a rotor blade boundary layer and inward radial velocities 
develop in a stator blade boundary layer. Anand and 
Lakshminarayana [15] measured a significant outward radial 
component in the boundary layer velocity and found that this 
radial migration strongly influenced the chordwise velocity 
profiles. 

Other experimenters have measured the boundary layers on 

N o m e n c l a t u r e 

/S. = aspect ratio 
c = blade chord length 

Cp = static pressure coefficient = (p — px)/(p J^i/2) 
D = diffusion factor 

Hn = first shape factor = 5*/d 
i = incidence angle = fil-K1 

LDV = laser-Doppler velocimeter 
M = Mach number 
p = static pressure 

PT = total or stagnation pressure 
r = radius 

Rec = blade chord Reynolds number = cVx/v 
s = blade spacing 
u = streamwise velocity 

Ue = velocity at the boundary layer or wake edge 
V = velocity 
x = streamwise coordinate; or blade coordinate (see 

Appendix) 
y = coordinate normal to the blade surface or across the 

wake; or blade coordinate (see Appendix) 
/3 = flow angle measured from the axial direction 
7 = stagger angle 

5* = displacement thickness = J™ {\~u/Ue)dy 
8D = deviation angle = /32 - K2 

e = fluid turning or deflection angle = j3, - / 3 2 

rotor blades of axial-flow fans. Toyokura et al. [16] used 
rotating three-hole cobra probes to measure the three-
dimensional boundary layers at six radial sections (c = 80.0 
mm to 199.5 mm and Rec = 300,000 to 500,000). The outward 
radial flow seemed to retard the predicted regions of transition 
and separation. Lakshminarayuana et al. [17] used rotating 
miniature x-configuration hot-wire probes for boundary layer 
measurements at five radial locations (c= 152.4 mm and 
Rec = 280,000 at midchord). Rotating miniature jc-con-
figuration hot-wire probes were also used by Pouagare et al. 
[18] for numerous boundary layer measurements (c= 123.9 
mm to 154.1 mm). In no case could the velocity profiles to be 
very well resolved. 

Walker [19] made measurements similar to those of Evans 
[14]. Walker used a hot wire in an axial-flow compressor to 
measure boundary layers on a stator (c = 76.0 mm and 
Rec = 30,000 to 200,000) downstream of both a row of 
rotating blades and a row of inlet guide vanes. He tried to cor­
rect for wall proximity using a method outlined by Wills [20], 
but still had difficulties matching the law of the wall. Low 
Reynolds number, large adverse streamwise pressure gra­
dients, and rapidly changing boundary conditions (due to the 
periodic unsteadiness) were given as reasons for the absence of 
a logarithmic region. 

Hodson [21] made hot-wire measurements in an axial-flow 
turbine at midspan on a rotor blade (c= 114.5 mm and 
Rec = 315,000) downstream of a stator row. Once again, the 
periodic unsteadiness seemed to cause the boundary layer 
characteristics to vary between laminar and turbulent at some 
chordwise locations. Profile losses were larger than expected 
and this too was attributed to the unsteady flow. 

Boundary layer measurements on turbomachine blades have 
yet to produce velocity profiles with enough detail and preci­
sion to compare with viscous computational codes. Therefore, 
our understanding of the physical nature of these complex, 
unsteady, three-dimensional boundary layers is far from com­
plete. These flows are characterized by high turbulence levels, 
as well as by periodic unsteadiness caused by the interaction 
between stationary and rotating blade rows. "Blockage" ef­
fects exist because of the development of the end-wall 
boundary layers and the consequent contraction of the 

d = momentum thickness = J™ (u/Ue) (l-u/Ue)dy 
K = blade metal angle 
v = kinematic viscosity ( = 0.150 cm2/s for air) 
p = fluid density (= 1.205 kg/m3 for air) 
a = blade solidity = c/s 
4> = camber angle = KX— K2 

co = total pressure loss coefficient = 
VTl -PTlV(pV\'?) 

Subscript 
c = 

LE = 
m = 
P = 

TE = 
s = 
X = 

e = 
I = 

2 = 

s 
camberline 
leading edge 
mean flow 
pressure surface 
trailing edge 
suction surface 
axial direction 
tangential direction 
inlet (upstream five-hole 
station) 

probe 

outlet (downstream five-hole probe 

measurement 

measurement 

Superscript 
= average over the blade passage 
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mainstream flow. The blade boundary layers are also affected 
by centrifugal and' Coriolis forces associated with both the 
swirl and the blade rotation. The complex blade geometries 
and the complex flow field, including secondary flows, tip 
leakage, and trailing vorticity, make the analysis or measure­
ment of turbomachine blade boundary layers very difficult. 

Because of these difficulties, many researchers have sought 
a simple geometry which retains some of the physics of the 
flow in which to make their boundary layer measurements. A 
model that has proven effective in other areas of tur-
bomachinery is the periodic, two-dimensional row of airfoils, 
commonly referred to as a cascade. Properly realized, a 
cascade should eliminate all of the complexities of the tur­
bomachine except blade curvature, secondary flow, and the 
effect of freestream turbulence. 

The first attempt to measure boundary layers on cascade 
blades was made by Peterson [22]. He used a three-hole cobra 
probe to measure blade boundary layers in a compressor 
cascade (c= 123.8 mm and Rec = 300,000). Several boundary 
layers were measured on both the suction and pressure sur­
faces for three different incidence angles. In an attempt to bet­
ter model an actual turbomachine, Peterson [22] simulated the 
added diffusion caused by the radial distribution of axial 
velocity and the consequent streamline deviation. This added 
diffusion was created in the cascade by placing a perforated 
metal screen downstream of the blades. The measurements 
were not taken in the freestream, and therefore, the normal 
pressure gradient remains unknown. This lack of information 
leads to a problem in computing the edge velocity (which was 
probably inferred from the blade static-pressure distribution). 
The data are quite scattered, especially in the regions near 
separation, where the cobra probe fails. Peterson [22] 
reported no significant differences between measurements 
with an without the added diffusion. 

Pollard and Gostelow [23] measured boundary layers on 
compressor cascade blades (c = 152.4 mm and Rec = 200,000) 
with a Pitot tube to examine the effect of leading edge 
roughness. Three suction surface boundary layers and one 
pressure surface boundary layer were measured on both blades 
with a smooth leading edge and with a leading edge roughened 
with polythene spheres. With no roughness, laminar separa­
tion occurred before transition. It appears that separation of 
the turbulent boundary layers near the trailing edge would be 
more likely to occur when leading edge roughness is present. 
These results agree with the Preston tube skin-friction 
measurements of Pollard and Gostelow [23]. The detail and 
precision of the data are unknown since no actual data points 
are given. 

Evans [24] used compressor cascade blades (c= 304.8 mm 
and Rec = 500,000) for boundary layer measurements taken 
with a hot-wire anemometer probe. A problem with these data 
is that the blade boundary layers were tripped with a wire at 10 
percent chord. Evans [24] argued that a turbulent boundary 
layer over most of the blade would better represent the high 
turbulence and unsteadiness levels usually encountered in a 
turbomachine. Instead, the artificially induced boundary layer 
development is rather misleading. 

Problems of contamination, corrosion, erosion, and deposi­
tion have led to two investigations that dealt with the effects of 
surface roughness on cascade blade boundary layers. Bam-
mert and Milsch [25] measured blade boundary layers in a 
compressor cascade (c= 180.0 cm and Rec = 430,000) with 
four different blade profiles to change the pitch, camber, and 
thickness of the blades parametrically. They used emery 
powder to develop the five roughness grades to be tested. A 
turbine cascade (c= 17.50 cm and Re,. = 560,000) was used for 
the blade boundary layer measurements of Bammert and 
Sandstede [26] where four roughness grades were tested. Both 
investigations used a flattened Pitot tube which allowed 
measurements to be taken very close to the blade surface. 

Bammert and Sandstede [26] used a hot-wire anemometer to 
confirm the measurements made with the flattened Pitot tube. 
The studies showed that increasing surface roughness led to in­
creases in both momentum thickness and skin friction and a 
forward shift of the regions of transition and separation. 

Meauze [27] used a transonic compressor cascade (c = 94.9 
mm, Rec= 1,660,000 for M,=0.70, and Rec = 2,120,000 for 
M, =0.85) for blade boundary layer measurements. He used 
total pressure probes to measure suction surface boundary 
layers for two inlet Mach numbers and four incidence angles. 
The flow recompression on the highly cambered blades results 
in laminar flow separation and subsequent turbulent reattach­
ment. The thin laminar boundary layers upstream of this 
separation "bubble" were difficult to measure, so that the 
total-pressure profiles were only measured for turbulent 
boundary layers. 

The trailing edge boundary layers on both the suction and 
pressure surfaces of a compressor cascade blade (c = 203.2 mm 
and Rec = 478,000) were measured with a hot-film probe by 
Hobbs et al. [28], The two profiles are very detailed and 
precise; they show a nearly separated profile on the suction 
surface, and also a pressure surface profile typical of 
favorable pressure gradients. 

Recently, Hodson [21] has presented blade boundary layer 
data measured in a turbine cascade (c= 114.5 mm and 
Rec = 315,000) with a hot-wire probe. Although no data points 
are reported, the velocity profiles on the suction surface show 
laminar flow until 78 percent chord followed by laminar 
separation and no reattachment. 

All prior investigations have used hot-wire or pressure 
probes to make boundary layer measurements. There are three 
potential problems: First, a periodic two-dimensional cascade 
flow is difficult to establish and the probe may distort it; 
second, some boundary layers are likely to be small compared 
to the probe dimensions; and third, separated regions, if 
present, cannot be conveniently studied. For these reasons, the 
current study used the LDV technique. The need for optical 
access to the blade row for the LDV technique places some 
unique restrictions on the types of flow controls that may be 
employed in the cascade. In particular, continuous blade pack 
suction to restrict the side wall boundary layer growth is no 
longer possible. A description of the cascade facility and a 
documentation of the resulting flow field form the body of 
this, Part 1, of the study. 

Il l Cascade Tests 

The cascade wind tunnel has a 0.37 m by 0.64 m test section 
with a maximum air speed of approximately 35 m/s. Tunnel 
turbulence control is through a honeycomb with a 3.18-mm 
cell size, several settling screens in the diffuser section, and a 
nine-to-one contraction. Over the speed range of 24-35 m/s, 
the tunnel operated with a freestream turbulence level of 0.18 
± 1 0 percent as measured by a hot-wire anemometer. Figure 1 
shows a schematic of the open return facility. 

The blade section used in the tests is a compressor blade 
designed at the NASA Lewis Research Center (see [29]). The 
blade section is a double circular arc blade with 65 deg of 
camber1 and a 228.6 mm chord length. Both the leading and 
trailing edges were machined to a 9.14-/xm radius. The blade 
aspect ratio is 1.61. The five cascade blades were made of 
aluminum and were anodized black to minimize laser reflec­
tions. Camber line and thickness relationships necessary to 
construct the blades (or for computation) are given in the Ap­
pendix. To insure proper alignment, the blades were carefully 

A design condition was that the blade show some trailing edge separation of 
the suction surface turbulent boundary layer at zero incidence angle. With the 
available cascade geometry, this leads to a large camber angle. 
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Fig. 1 Open return wind tunnel 

positioned in two inserts [aluminum and Piexigias2 (on the op­
tics side], which were in turn mounted to the plywood walls of 
the cascade test section. The test section is shown in Fig. 2. For 
the case to be reported, the cascade had a solidity of 2.14. The 
stagger angle was 20.5 deg. The important cascade and flow 
angles are defined in Fig. 2. 

As current computer codes assume a two-dimensional, 
periodic cascade flow, one must take data in such a flow field 
for it to be of use. Two dimensionality, of course, implies that 
the velocities and angles of the flow are substantially the same 
in span wise planes, while periodicity supposes that velocities 
and flow angles show only minimal variations from blade 
passage to blade passage, both upstream and downstream of 
the blade row. For the five-bladed cascade used here, 
periodicity was taken to mean periodicity over three blade 
passages centered at the minimum velocity point of the middle 
blade wake. In order to satisfy the condition of continuity for 
a two-dimensional, incompressible cascade flow, the axial 
velocity must be held constant throughout. From a practical 
standpoint then, flow periodicity and two-dimensionality 
could be determined, for a uniform inlet flow, by examining 
the axial-velocity ratio and flow angles determined at the exit 
plane. This was quite useful as these outlet measurements 
could be made simply and quickly, thus allowing us to check 
the cascade flow daily. 

Two dimensionality and periodicity are normally controlled 
in cascades by using continuous suction over the entire blade 
pack.3 Continuous suction was not possible in the current ex­
periment because of the need for laser access. Alternate flow 
control was examined in some detail. Returning to Fig. 2, we 
note that there are many potentially useful flow controls. That 
is, it is possible in principle to control the flow by adjusting the 
position of the lower false blade, the upper false blade, the 
variable diffuser, and the tailboards (as well as the relative 
position of the tailboards), or by adjusting the magnitude (and 
distribution) of the top suction, side suction, and lower and 
upper channel suction. In practice, the lower and upper false 
blades were each set at nominally one blade spacing from 
blades 1 and 5, respectively. The diffuser was set to minimize 
the flow angle at the splitter plate. Lower channel suction was 
not required. Top and upper channel suction were provided 
through the same 5-hp blower, which was run at full power. A 
baffle system was used to adjust the relative amounts of suc­
tion provided at the top and upper channel, and the baffling 
along with slight adjustments to the upper false blade position 
were used to insure a horizontal flow at the upper false blade 
leading edge. The tailboards were most useful in controlling 
the relative exit angles of the flow; that is, they could be ad­
justed so that the exit angle across the cascade in a blade-to-
blade direction was constant outside of the wake regions. The 
periodicity, however, was found to be most influenced by the 
amount and distribution of the sidewall suction. Side suction 

A glass insert was later placed within the Piexigias to improve the LDV 
signal. 

Note that the control here seems to be over the growth of channel corner 
disturbances. An attempt to use a slightly divergent wall, commonly used to 
compensate for boundary layer growth, failed. 

UPPER CHANNEL SUCTION 

TOP 

SUCTION 

JL 

UPPER FALSE BLADE 

SUCTION FLOW 

SPLITTER PLATE 

L LOWER CHANNEL 

SUCTION 

2 " 1 

Fig. 2 Cascade test section with flow controls 

was provided by a 10-hp centrifugal blower operated at full 
power. Side suction distribution was controlled by 
a complex baffling system. Six suction ducts were located at a 
half-blade spacing on either side of each of the blades. Each of 
the individual ducts had a separate baffle control, and was ad­
justed by the simple but tedious procedure of changing a baf­
fle position and then examining the resulting outlet flow. 
Presumably, the control of side suction distribution controlled 
the size of the sidewall boundary layer at its intersection with 
the blade pack leading edge line - in a sense controlling the vir­
tual origin of the corner disturbances. Control of sidewall suc­
tion distribution then implied a control of the "blockages," 
caused by corner disturbance contamination, of each blade 
passage individually and hence control of the individual blade 
angles of attack. Once set, the stability of the periodicity ob­
tained on a day-to-day basis was excellent. 

The two dimensionality and periodicity of the cascade flow 
were determined by conducting measurements of the cascade 
inlet and outlet velocity profiles using five-hole probes. These 
probes are capable of resolving the three components of 
velocity as well as the relative yaw and pitch angles of the 
flow. Treaster and Yocum [30] give a complete description of 
the five-hole probes employed in the study. The probes were 
calibrated at a speed of 30.5 m/s in an open jet air facility over 
the range of pitch and yaw angles of + 30 deg to - 30 deg. 
Reynolds number effects on the probes have been shown to be 
small (see [30]). 

All inlet and outlet five-hole probe surveys were referenced 
to a Pitot-static probe located 25.4 mm upstream of the blade 
pack leading edge line. The probe protruded approximately 
150 mm into the flow-well outside of the sidewall boundary 
layer. The probe was located along a parallel to the leading 
edge line at a position between blades 3 and 4 at which the inlet 
velocity was roughly equal to the average of the measured inlet 
velocities. 

Cascade inlet flow profiles were documented by five-hole 
probe measurements approximately 38 mm upstream of and 
parallel to the leading edge line. Outlet flow profiles were 
measured parallel to the trailing edge line and one-half chord 
downstream of this line. A nearly real-time data acquisi­
tion/reduction system was used for the velocity measure­
ments. In each case the five-hole probe and Pitot-static probe 

Journal of Turbomachinery OCTOBER 1987, Vol. 109/523 

Downloaded 01 Jun 2010 to 171.66.16.57. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



° °o 
o 

o o o 
o 

° c 

o° ° 
% OD 

o <b 

o 
o 

o 

O o 

cP 

1 

„<*> o* 

o 
D O 

o 

03 

1 1 

A 

-i * t 

1 1 

£ A6 

1 1 1 

1.4 

1.2 

1.0 

0.8 

0.6 

0.4 

75 

65 

55 

45 

35 

25 

X 
s 

Fig. 3 Five-hole probe outlet survey 

data were sent to seven separate pressure transducers. These 
seven pressure signals as well as a test section temperature 
signal were scanned by a multiplexer/scanner, smoothed on a 
multimeter through a 100 cycle (1 2/3 sec) integration, and 
sent for reduction to a VAX 11/782. Velocities, velocity 
ratios, and flow angles could be displayed on a video terminal, 
written on a line printer, or plotted on a flat-bed plotter. 

Inlet velocity surveys were made after the outlet flow had 
been determined to be satisfactory. Good periodicity and 
spanwise consistency were apparent, as was some streamline 
bending induced by the presence of the blades. An average in­
let velocity was found to be 33.11 m/s (from the average gage 
static and total pressures of P, = -414.3 Pa and PT =246.1 
Pa), with an average incidence angle of 5 deg. Chord Reynolds 
number, based on the inlet velocity, was 500,000 with an 
observed ± 1 percent variation on a day-to-day basis. Figure 3 
shows a typical outlet flow profile and the equivalent turning 
angles. The periodicity of the flow is clearly excellent. The 
axial-velocity ratio is determined by averaging the local axial-
velocity ratio over three blade passages, centered at the 
minimum velocity-ratio point of the center blade wake. In the 
calculation, the inlet flow is assumed to be spatially constant 
at its average value (the Pitot-static tube reading). The average 
axial-velocity ratio was found to be 1.0; on a day-to-day basis 
the variation was within ± 3 percent. The flow turning angle 
averaged across the three center blade passages was 54 deg. 
Figure 4 shows the blade geometry and the inlet and outlet 
flow measurements. 

Measurements have been taken to help quantify the losses in 
total pressure across the cascade. Additional quantities can be 
computed to compare with design limits on diffusion rate and 
static-pressure rise within the cascade. The difference between 
the blade-passage-averaged flow angle in the outlet flow and 
the exit blade "metal" angle is the deviation angle. For the 
current study, the deviation angle was measured to be 16 deg, 
which is very large.4 Nondimensionalizing by the inlet 
dynamic pressure, the blade-passage-averaged total pressure 
loss coefficient was 0.151 and the blade-passage-averaged 

Although large, a 16-deg deviation angle is not unexpected, as the design 
condition called for a zero incidence angle. Experiments at lower incidence 
angles are planned. 

BLADE GEOMETRY 

C = 228.6 mm 

S = 106.8 mm 

o = 2.14 K = 53 

M = 1.61 

r = r. = 9.14 \im r = 20.5 

MEASURED FLOW CONDITIONS 

Re = 500,000 V\. = 17.55 m/sec 

, = - 1 2 " 

+ = 6 5 " 

i = -5 

B, = 58 V2 = 17.59 m/sec 

V. = 33.11 m/sec V_ = 22.88 m/sec 

K -3" 

7=54° 

= 0.463 

Fig. 4 Blade geometry and flow conditions 

static-pressure rise coefficient was 0.463. Note that the static-
pressure rise coefficient was probably affected by the position­
ing of the tailboards. An equation for the total pressure loss 
coefficient was developed by Lieblein and Roudebush [31] 
where 

cos 0! 2 (JL) ° ( cos gl ) 
V c J cos (32 V cos /32 / 

[-/ 9 \ oHn I -3 / 2Hl2 \ 
I A c / c o s | 3 , J \3H„-l/ 

= 1 - . , 
cos (32 J ^3 Hn -

A value of 0.172 for o can be calculated from this equation us­
ing five-hole probe measurements and LDV measurements of 
the trailing edge boundary layers. The loss in total pressure 
across the cascade is related to the amount the flow is diffused 
through the blade passage. Lieblein et al. [32] derived a diffu­
sion factor where 

D 1 
V-, V.. va_ 

2aV, 

= 1 
cos (3, sin |Qj - cos /3, tan /32 

2a cos ft. 
Designers normally place a limit between 0.5 and 0.6 on D 
when designing a blade row (depending upon span location). 
This limit is based on a large number of cascade performance 
tests. Values of D greater than this limit result in large in­
creases in total-pressure loss because the larger amount of dif­
fusion causes the blade boundary layers to separate. Using a 
blade-passage-averaged value of the outlet flow angle allows a 
value of 0.658 for D to be computed for the current study. 
This value of D indicates a risk of separation. 
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Fig. 5 Blade static-pressure distribution (the vertical line segments 
represent the locations of LDV measurements: P is the pressure sur­
face; S is the suction surface) 

Ideally, blade static pressure would be measured on the 
center blade of the cascade-the one intended for LDV 
measurements - but the two types of measurements had 
somewhat conflicting requirements. That is, an aero-
dynamically smooth (0.8 jmi estimated surface roughness) sur­
face was desired for the LDV surveys, while the conveying 
tubes required for the pressure measurements inevitably led to 
a somewhat roughened surface. To work around this problem, 
we instrumented the suction surface of the upper blade, 4 (see 
Fig. 2), and the pressure surface of the lower blade, 2, with 24 
pressure taps; we instrumented the center blade, 3 pressure 
and suction surfaces with 6 and 7 taps, respectively. Since the 
flow was periodic, the pressure distribution could be obtained 
from blades 2 and 4 as well as from blade 3. After checking 
this by comparing the results of the pressure distributions 
from blades 2 and 4 against the data from blade 3 (the agree­
ment was excellent), we interchanged blade 3 with the 
uninstrumented blade, 5, for the LDV surveys. Data acquisi­
tion and reduction, for the static-pressure distribution, were 
similar to that described for the five-hole probe data with the 
exception that a scanner valve was used to switch the pressure 
data, hole-by-hole, to a single transducer during data 
acquisition. 

The blade static-pressure distribution appears in Fig. 5. The 
vertical lines in Fig. 5 indicate the locations at which LDV 
surveys were made. Integrating this distribution gives a lift 
coefficient of 0.952. The 5-deg incidence angle dramatically 
affects the pressure distribution. The large favorable gradient 
on the pressure surface suggests that the boundary layers near 
the leading edge will be laminar; transition should be looked 
for on the pressure surface. The unfavorable gradient at the 
leading edge of the suction surface implies a leading edge 
separation. The rather flat pressure profile near the trailing 
edge of the suction surface suggests that the flow may be 
separated there. The rapid and continuous changes of pressure 
on both the pressure and suction surfaces offer little hope of 
finding equilibrium boundary layers. In addition, the inviscid 
velocity field within the blade passage will be under the in­
fluence of a normal pressure gradient, and one cannot an­
ticipate a constant freestream velocity region. 

Following the sublimation method used by Holmes and 
Obara [33], we used surface flow visualization to help deter­

mine the location of the anticipated trailing edge separation on 
the suction surface, and the transition on the pressure surface. 
An air brush was used to coat the blade with a mixture of 
naphthalene and acetone in a 1:8 solid-to-solvent volume 
ratio. Preliminary tests determined that a run time of nine 
minutes was sufficient to set up the visualization pattern. For 
each run the center blade was removed, the naph­
thalene/acetone mixture was applied, and large particles were 
dusted off. The blade was then replaced in the cascade and 
removed after the 9-min run time, allowing the sublimation 
pattern to be photographed. A sufficient number of tests were 
taken so that a meaningful mean and Student's t test deviation 
could be obtained. Evidence of two-dimensionality was much 
more apparent in the suction surface separation pattern then 
in the pressure surface transition pattern. This is perhaps an 
indication of the importance of the local surface roughness in 
determining the transition point for the very thin boundary 
layers encountered. With 95 percent confidence, separation 
was found to occur at 65.5 percent chord on the suction sur­
face with a deviation of ±3.5 percent chord. Transition was 
found on the pressure surface to be at 64.2 ± 3.9 percent 
chord to the same level of confidence. 

IV Conclusions 

There is a need for detailed and precise data, taken in 
geometries of interest to workers in turbomachinery, to sup­
port the growing potential of computational fluid dynamics to 
the design process. In the current three-part study, we attempt 
to provide some of these data by making detailed LDV 
measurements of the flow field about a double circular arc 
compressor blade in cascade. 

The need for laser access to the blade pack makes the 
customary use of continuous blade pack suction to establish a 
two-dimensional, periodic flow field in the cascade impossi­
ble. Instead, a combination of strong suction just upstream of 
the blade pack and tailboards are used to create a two-
dimensional, periodic flow field at a chord Reynolds number 
of 500,000. In creating this flow field, we found it particularly 
important to be able to control the strength of the upstream 
suction, discretely, in the blade-to-blade direction. 

Details of the inlet and outlet flow are documented using 
five-hole pressure probes. These measurements are sup­
plemented by both blade static-pressure measurements and 
sublimation flow visualization studies. At the measured in­
cidence of 5 deg the pressure gradient data suggests the 
possibility of a very complicated flow field. In particular, the 
strong favorable gradient at the leading edge of the pressure 
surface indicates a probable laminar boundary layer near the 
leading edge with the probability of transition on that surface. 
The large adverse gradient at the leading edge of the suction 
surface indicates a leading edge separation (obvious at this in­
cidence), while the region of constant pressure past 60 percent 
chord on the suction surface indicates separation there. Diffu­
sion factors, calculated through the technique derived by 
Lieblein et al. [32] also indicate separation. Sublimination 
flow visualization studies show transition near 64 percent 
chord on the pressure surface and separation at 65 percent 
chord on the suction surface. 

Part 2 of the current study documents the flow field on the 
suction surface of the blade. Particular attention is paid to the 
region of separation, which begins near 60 percent chord. Part 
3 of the study documents both the pressure surface and near-
wake flow fields. In general, these detailed measurements 
agree with the physical picture obtained from the pressure gra­
dient measurements, incidence angle measurements, and flow 
visualization studies quite well. 
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A P P E N D I X 

Equations for the Double Circular Arc Blades 

The equations for the pressure surface, suction surface, and 
camberline of the double circular arc blades used in the cur­
rent study can be written as 

*?+LvJ + 149.5]2 = 189.12 

and 

x2 + Lvc+179.4]2 = 212.82 

All of the dimensions are in millimeters. The origin of the 
coordinate system used here is located on the chord line at 
midchord. The x coordinate is parallel to the chord, while the 
y coordinate is normal to the chord. 
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Nonlinear Dynamics of 
Rotor/Blade/Casing Rub 
Interactions 
This paper considers the transient analysis of rub problems in high-speed rotating 
equipment that involve interactions between the rotor, blades, and casing. Special 
emphasis is given to ascertaining the participation characteristics of turbine/impeller 
blades during the overall rub event. To generalize the scope of the work, single and 
multiple blade rub events are considered including the effect of such system 
parameters as imbalance magnitude, blade/rotor stiffness, system damping, and rub 
interface friction characteristics. 

Introduction 
Perhaps the single most catastrophic periods in the life of 

rotating equipment are the imbalance excitation/base motion 
induced rotor/blade/casing rub events. Rubbing between 
rotors and casing has been recognized as one of the major 
causes of machine failure. If not outright fatal, such behavior 
leads to worn seals and hence degraded performance. Without 
a general understanding of the dynamics of rotor/blade/cas­
ing rub interactions, it is difficult for designers of rotating 
equipment to plan/design rub site management features. 

A large number of transient dynamics studies of rotor-
bearing systems under the effects of imbalance excitations and 
base motion have been reported in the literature. Most of these 
are limited to the preliminary rub onset stage of behavior 
(Adams, 1980; Choy et al., 1978; Gunter, 1978; Kirk and 
Hibner, 1976) wherein the vibration amplitude just exceeds the 
enclosed clearances. In this context, there is little 
qualitative/quantitative work which attempts to simulate the 
complete global dynamics of the system during rub events. 
Some work has been performed on the correlation between 
analytical and experimental results during rub interaction 
(Bently, 1974; Black, 1968; Childs, 1979; Enrich, 1969). These 
are typically limited to steady-state operating conditions for 
simple rotors. Childs (1979) has reported a parametric study 
on the stability of rotor systems during steady state rub. 
Nelson and Kascak (1983) have performed a limited number 
of case studies on the rotor/casing rub interaction problem. 
The authors have undertaken a series of comprehensive 
studies to define the role of casing stiffness, frictional effects, 
and imbalance magnitudes during transient rub interactions 
(Choy and Padovan, 1985, 1986, 1987). To date the rubs have 
been modeled as interfacial problems involving concentric 
cylindrical surfaces. In this context, the effects of blade casing 
interactions have yet to be directly considered by the modeling 
process. This is an important shortcoming in view of the fact 
that the tight clearances in modern high-performance tur­
bines/impellers tend to lead to blade rubs. 

Contributed by the Gas Turbine Division for publication in the JOURNAL OF 
TURBOMACHINERY. Manuscript received by the Gas Turbine Division February 
26, 1986. 

In view of the foregoing, the main objective of this paper is 
to develop a basic understanding of the highly nonlinear 
dynamics of rotor/blade/casing systems during transient rub 
interactions. The study will be divided into two major thrusts, 
namely: (a) the modeling of the dynamics of rotor systems 
under various effects including imbalance, friction, blade 
stiffness as well as the number of blades participating during 
the rub event, and (b) the investigation of blade 
displacements and stresses as they relate to buckling, and 
fatigue failure of impeller/turbine blades during rub interac­
tions. A simplified nonlinear analytical model will be used to 
demonstrate this analysis. Generalized conclusions will be 
then drawn from the results of parametric studies performed 
using the model. 

Development of Rub Model 

In order to investigate the dynamics of rotor/blade/casing 
during rub interactions, a simplistic rotor/bearing system will 
be employed. The model possesses the following general 
characteristics: 

(0 The rotor bearing assembly is assumed to be a Jeffcott 
rotor simulation (see Fig. 1). 

(if) Linearized effective damping and stiffness char­
acteristics are assumed at the rotor geometric center. 

(Hi) The turbine/impeller blades are assumed to be fixed at 
the rotor mounting (cantilevered). 

(iv) Compared to rotor blade flexibility, the casing is 
assumed to be rigid. 

(v) Only light rub conditions are considered such that the 
tangential force generated from friction varies linearly with 
the radial force exerted by the rotor. In other words, a 
Coulomb type of frictional relationship is used. No material 
removal is considered at this stage. 

(vi) The rotor is assumed to operate initially in a steady 
state condition with an inbalance eccentricity euo. It is then 
suddenly excited by an additional imbalance eccentricity 
"us \*~u *-uo ~*~ *-us ) • 
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Fig, 2 Blade-casing contact geometry 
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Fig. 1 Rotor-casing geometry 

With the above assumptions, the response of the rotor 
before, during, and after rub interaction can be separated into 
the following five regimes of operation, namely: 

(/) No rotor/casing contact 
(//) Rub initiation with single blade contact 
(Hi) Rub interaction with multiple blade contact 
(iv) Rub interaction separation with single blade contact 
(v) Separation 

Before rotor/blade/casing contact, the rotor motion vector 
5 is smaller than the radial clearance c. During this period, the 
rotor motion is dominated by the imbalance and the initial 
operating conditions. Noting the cylindrical coordinate 
geometry defined in Fig. 1, the equations of motion of the 
noncontacted rotor can be cast in the following component 
form: 

ir direction 

m(8-<j>28) + Ce8 + Ke8 

-- meu {o)2(cos 6 cos 0 + sin 6 sin 0) - a(cos 8 sin 0 - sin ( 

cos </>) ] +FX cos 4> + Fy sin 0 

ij, direction 

m(<$>8 + 20<5) + Ce05 = meu [o;2(sin 8 cos 0 - cos 6 sin 0) 

- a(sin 6 sin 0 + cos 8 cos 0)) - Fxs'm 4> + Fy cos 0 (2) 

During the initial and final phase of a rub interaction, 
typically only a single blade participates. In terms of the 
geometry defined in Fig. 2, a two-blade rub initiation process 
can occur if the minimum clearance is achieved when the rotor 
orientation is such that T=S/2. Overall, noting Appendix A, 
contact initiation and separation are signaled by the following 
clearance criteria: 

A„<0 

A/ ,A r>0 

(3) 

(4) 

The equations of motion associated with the contacted con­
dition are given by the expressions 

ir direction 

m(8- <j>28) + Cj + Ke5 + FN = m eu [ to2(cos 6 cos <j> 

+ sin d sin 4>) - a(cos d sin </> - sin 8 cos 0)) 

+ Fr cos 4> + Fv sin < (5) 

(1) 

and 
/̂  direction 

m(4>5 + 206) + Ce0<5 + pFN = meu {co2(sin 6 cos 0 - cos 8 sin 0) 

- a(sin 8 sin 0 + cos 6 cos 0) J - Fxsin 0+F y cos 0 (6) 

where FN is the normal and fiFN the tangential friction force 

A 
C 

Ce 

ce 
c 

c 
W s 

E 
FN 

Fx,Fy 

= cross-sectional area 
= radial clearance 
= effective damping 
= imbalance eccentricity 
= original imbalance 

eccentricity 
= suddenly increased 

eccentricity 
= Young's modulus 
= normal rub force 
= external load in x and 

y directions 

/ 
Ke 

h 
m 

Rc 

Rr 

s 
T 

W(x) 

= area moment of inertia 
= effective stiffness 
= length of impeller 

blade 
= effective rotor mass 
= rotor bore radius 
= casing inside radius 
= blade spacing angle 
= angle between 

preceding blade and 
line of contact 

= blade bending 
deflection 

8 = 

A„ A„ Ar = 

/* = 

rotor center angular 
precession acceleration 
normal rotor 
displacement 
distance between blade 
tip and casing 
mass center phase 
angle 
coefficient of friction 
rotor center precession 
angle 
rotor center angular 
precession 
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Fig. 3 Deflected blade geometry 
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Fig, 5 Effects of friction on rub force 
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where A/ is the radial displacement in the_ir direction of the 
blade, lb the length of the blade, and FN is a nondimen-
sionalized parameter defined by the ratio of the radial force 
and the blade buckling load (v2 EI/All). 

For the case of multiple blade participation, the normal 
force exerted on the rotor will be represented by 

such that 

. 2 1 T i m e ( S e c ) 

Fig. 4 Effects of friction on blade radial displacement 

2 « 

H i=\ 

(TT/2)^ 

F » r -
IT 

H + ^T^ 

E'J' p 
I2 ' 
'bi 

hi 

\ h 

(9) 

(10) 

between the blade tip and the casing. Noting Appendix B, the 
normal force FN varies nonlinearly with the deformation of 
the blade and can be expressed by the following nondimen-
sional form: 

it2 EI -
(7) 

such that 

where n is the number of blades participating in the rub in­
teraction and FNh Ejt and /, are respectively the normal load, 
Young's modulus, and moment of inertia of the rth blade. 
Based on equation (9), the maximum blade stress can be ex­
pressed as a combination of the radial and tangential forces 
exerted on the blade tip. It is given by the relation 

-'»(4£*4-) 
In order to simulate sudden blade loss conditions, the rotor 
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Fig. 6 Effects of friction on maximum blade stress 
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Fig. 7 Effects on unbalance eccentricity on blade radial displacement 

Table 1 Rotor/blade/casing data for transient study 

Rotor weight 
Equivalent stiffness 
Equivalent damping 
Rotor radius 
Casing radial clearance 
Original imbalance eccentricity 
External .^-direction load 
External y-direction load 
Blade radial length lb 
Blade thickness h 
Blade width b 
Spacing between blades 
Fictional coefficient 
Rotational speed of rotor 
Beta value for integration 

4 lbs (17.792 nt.) 
10,000 lb/in. (17511.8 nt/cm) 
0.5 lb.-sec/in. (0.8756 nt-s/cm) 
1.5 in. (3.81 cm) 
0.003 (0.0762 mm) 
0.001 in. (0.00254 mm) 
0.0 lb. (0.0 nt) 
0.0 lb. (0.0 nt) 
1.0 in. (2.54 cm) 
0.0625 in. (0.15875 cm) 
0.5 in. (1.27 cm) 
20 deg (0.349 rads) 
0.1 
9072 rpm 
0.25 

system is assumed to possess an original imbalance euo and to 
be operating in an initially steady-state condition. An addi­
tional imbalance of eus is then suddenly induced in the system. 
Using the steady-state behavior as an initial condition, a 
Newmark-Beta type of integration scheme is used to evaluate 
the velocity and displacement vectors at the next time step. 
Note, once contact between blade tips and the motor casing 
occurs, the forces exerted on the rotor are highly nonlinear. 
Thus a self-adaptive numerical scheme is introduced such that 
variable time step sizes are used to provide a better solution to 
the nonlinear transient motion. An in-depth discussion of the 
parametric studies in blade/casing rub interaction will be 
presented in the next section. 

Discussion of Results 

In the preceding section Jeffcott-type field equations were 
developed. These model rub interactions in rotating equip­
ment involving the effects of blade stiffness, friction, rotor 
stiffness, and inertia as well as system damping. This includes 
handling such problems as load imbalance (eccentricity), 
seismic inputs, etc. Based on the model developed, this section 
will discuss the results of benchmark studies considering the 
effect of blade stiffness, friction, and load imbalance. Overall 
the numerical experimentation will include parametric studies 
involving such system response characteristics as 

(0 Blade radial displacement 
(it) Normalized rub force 
(iii) Maximum blade stresses 
(iu) Incidence and separation angles 
(t>) Backward whirl and 
(vi) Typical rotor orbits 

As noted, due to the inherent nonlinearity of the governing 
field equations, numerical integration must be employed to 
yield the requisite solution. In particular, this involved the use 
of a Newmark-Beta type algorithm wherein time stepping was 
automatically updated. This enables the handling of the tight 
time stepping requirements generated during the contact/im­
pact, separation, and rubbing processes. Because of the 
severity of the onset of backward whirl, this approach 
proved especially useful. 

In the context of the foregoing, Figs. 4-14 illustrate various 
aspects of the overall response characteristics of the system 
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Fig. 8 Effects of unbalance eccentricity on rub force 
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Fig. 9 Effects of unbalance eccentricity on maximum blade stress 

defined by the model depicted in Table 1. For instance, con­
sidering the effect of changes in friction coefficient, Figs. 4-6 
illustrate the resulting influence on the radial blade displace­
ment, normalized net rub forces, and maximum blade stresses. 
As can be seen, increasingly higher displacement, load, and 
stress fields are induced as the friction coefficient is raised. 
Recalling the blade clearance expression developed earlier, the 
displacements noted in Fig. 4(c) exceed the multiple blade con­
tact criteria. In this context the maximum stresses are blunted 
by multiple blade participation. This phenomenon is clearly 
seen by comparing Figs. 4(c) and 6(c). In particular while the 
radial displacement response shows very sharp peaky results, 
the maximum blade stresses are somewhat blunted in the same 
region of response time. This is a direct result of load sharing 
among several blades. Regardless, it follows that blades 
undergoing rubs can have severely reduced fatigue lives. In 
fact if pushed far enough, they can be forced into a low cycle 
fatigue threshold of behavior. In the context of Figs. 4(a-c), 
this is especially true as the rubbing surfaces friction 
characterisitc are increased during successive rub events. This 
follows from the increased wear of the surfaces involved. 

Figures 7-9 illustrate the effects of increasing the load ec­
centricity. Similar to friction, raising the load imbalance 
causes significant increases in the maximum blade stress and 
hence the overall excursion in stress cycling. Noting Fig. 1(a), 
since the multiple blade clearance has again been exceeded, the 
growth in maximum stress is blunted due to load sharing. Such 
is not the case for the net rub force which shows operationally 
the same peakiness as the rotor displacement profile. 

Continuing, Figs. 10-13 illustrate the effects of increases in 
bladestiffness. As would be expected, as the overall blade 
stiffness increases, the overall rotor displacement vector is re­

duced in amplitude. In contrast to this, the maximum blade 
stresses are increased with stiffness. This is clearly seen in Fig. 
12. The effects of friction eccentricity and blade stiffness on 
the rub intiation and separation angles are depicted in Fig. 13. 
Noting Figs. I3(a, b) backward whirl is initiated when the 
angles of incidence and separation reach v/2 radians. At such 
points, the rub forces are maximized. This of course yields 
high blade stress. Such behavior is clearly seen in Figs. 6(d) 
and 9(c). As noted earlier, such stresses are blunted when 
multiple blade contacts are involved. Such behavior is also 
depicted by comparing the sharp contrasts between the rub 
forces and the resulting blade stresses. Lastly, Fig. 14 il­
lustrates the rotor center trajectory for a given set of system 
parameters. Also depicted are the variations in whirl displace­
ment and associated speed. As noted earlier, during the onset 
of backward whirl, angles of incidence and separation 
undergo transitions through TT/2 radians. This is clearly 
depicted in the trajectory illustrated in Fig. 14(b). 

Conclusions 

In summary, the current work has developed modeling 
methodologies which enable the handling of rotor blade casing 
rub interactions. Based on the benchmark studies, the model­
ing has revealed the occurence of high-stress fluctuations and 
hence potential low/high cycle fatigue problems. In future 
studies, the modeling will be generalized by employing more 
comprehensive modal and FE solution methodologies. Such 
generalizations will enable more definitive component life 
predictions. Overall the current work has led to the following 
conclusions: 
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Fig. 10 Effects of blade stiffness on radial tip displacement 
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Fig. 12 Effects of blade stiffness on maximum stress 
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Fig. 14 Typical rotor orbits with rubs and backward whirl develop­
ment: ^ = 0.12, E = 30 x 1 0 6 , e u = 0.0009. 

1 The increase in friction coefficient and imbalance of the 
system causes a dramatic steepening of the angles of incidence 
and separation of the rotor rub trajectory. This leads to an 
earlier onset of backward whirl. It is noted that increases in 
blades stiffness have a much smaller effect on the onset of 
backward whirl orbits. 

2 Rub forces, blade displacement, and blade stresses are 
maximized during the onset of backward whirl orbits. 

3 Rub forces and maximum blade stresses increase with in­
creases in frictional coefficient, imbalance, and blade stiffness 
of the system. In contrast blade displacement decreases with 
the increase in blade stiffness. 

4 The use of a self-adaptive time-stepping integration 
scheme is necessary to enable accurate simulation of the highly 
nonlinear rub interaction especially in the regimes where 
backward whirl motions are initiated. 

5 Multiblade rub interactions tend to lead to a saturation 
(leveling off) of the growth of maximum stresses. 
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A P P E N D I X A 

Blade-Casing Proximity Check 

In checking for blade-casing contact, several potential 
scenarios may occur, namely 

(/) No contact 
(('0 Single-blade contact 
(Hi) Multiblade incursions 

Figure 2 illustrates the geometric characteristics associated 
with items (i)-(iii). Considering the geometry of the no-contact 
case, the clearance of the closest blade must be monitored. 
Noting Fig. 2, the noncontact phase itself consists of two 
stages namely the penetration or nonpenetration of the 
clearance circle of the blades with the casing. For the 
nonpenetrating case, the minimum clearance is defined by the 
expression 

Amkl=Rc-\8\-Rr~lb>0 (Al.l) 

such that 151 denotes the magnitude of the rotor deflection 8. 
For the next phase of noncontact, Amin < 0 . Noting Fig. 2 the 
deepest point of penetration of the blade clearance circle and 
the casing is colinear with the vector 8. By keeping an accurate 
account of shaft rotation, the relative orientation of the 
various blades to the point of deepest penetration can be ascer­
tained. For a given blade-to-blade spacing angle S and orienta­
tion angle T, the various blade clearance illustrated in Fig. 2 
take the form 

Ac = (Rr + lb + c)-[(Rr + lb)
2+\8V 

-2(Rr + lb)\8lcos(-ir-T)]W2 

A, = (Rr + lb + c)-[(Rr + lb)
2 + \8\2 

(Al.l) 

-2(Rr + lb)\8\cos(w- S-T)]1 (A1.3) 

and 

Ar = (Rr + lb + c)-[(Rr = lb)
2+\8\2 

-2(Rr + lb)\8\cos(ir-T)]wz (A1.4) 

For no contact, it follows that (Ac, Ah A r )>0. 
Once single-blade contacts is initiated, it follows that for 

T<S/2, A,<0. For multiple-blade contacts, either or both A, 
and Ar are >0 . If more than three blades are in contact, then 
relations similar to (A 1.2-A 1.4) can be established for each 
such blade. Overall the various contact criteria take the form: 

(0 No contact or penetration 

Am i n>0 

07) Penetration but no contact 

Ami„<0 

2 

A„<0 

(A1.5) 

(A1.6) 
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(Hi) Single-blade contact 

S 

~Y 
A„<0 

r<-

(A„A r )>0 

(iv) Multiblade contact 

S 

(A c ) A„A r )<0 

(A1.7) 

(A1.8) 

W(X) = W(lb) (l - cos (-^f~) ) (A2.3) 

based on (A2.1) and (A2.2), the radial and circumferential tip 
deflections are given by the expressions 

and 

w(iby-
liFN 

Eh2 

32/| 84 

(A2.4) 

A P P E N D I X B 

Blade Stiffness and Stresses 

For the current purposes, the blade behavior is assumed to 
be governed by largely linear kinematics. Since a full three-
dimensional or even two-dimensional elasticity description is 
beyond current computational capabilities, we shall employ a 
beam type analogy. In this context, noting Fig. 3 the 
mechanical energy balance in a simple configuration blade 
takes the form 

1 f >b / d1 W \ 2 , 
— - El\ p r - l ds = -

2 Jo V dX2 ) 
^-FNU+~ixFNW(lb) (A2.1) 

where the radial deflection is given by the expression 

C/ = -
1 f'* dW(X) 

dX 
dX (A2.2) 

such that E, I, W, U, FN and /x are, respectively, the Young's 
modulus, moment of inertia, circumferential deflection, radial 
deflection, normal blade tip force, and the friction coefficient 
associated with the blade end. Since the blade deformation can 
be approximated by 

lxFN 

161 „ Eh4 
(A2.5) 

-FN 
32Pb ' " 8 / , 

Noting classic bending theory, the critical stress associated 
with the deformation state is given by 

< T = J F N ( ^ + - i - ) (A2.6) 

where C and A are, respectively, the cross-sectional thickness 
and area of the blade. 

Based on (A2.5), the force-radial deflection behavior of the 
blade is defined by the expression 

ix + -

where FN is the normalized force 

•K2EI 

(A2.7) 

(A2.8) 

In similar context, the force-circumferential deflection rela­
tion takes the form 

'8 /„ ™-(£) \-FN 
(A2.9) 
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Laser Measurements of Fly Ash 
Rebound Parameters for Use in 
Trajectory Calculations 
This paper describes an experimental method used to find particle restitution coeffi­
cients. The equations that govern the motion of solid particles suspended by a com­
pressible gas flow through a turbomachine depend on the restitution coefficients. 
Analysis of the data obtained by a laser-Doppler velocimeter (LDV) system of the 
collision phenomenon gives the restitution ratios as a function of the incidence 
angle. From these ratios, the particle velocity components after collision are com­
puted and used as the initial conditions to the solution of the governing equations of 
motion for particle trajectories. The erosion of metals impacted by small dust par­
ticles can be calculated by knowing the restitution coefficients. The alloy used in this 
investigation was 410 stainless steel. 

Introduction 
Gas turbines operating in areas where the atmosphere is 

polluted by small solid particles and industrial gas turbines 
burning coal as fuel are examples of machines operating under 
particulate two-phase flow conditions. The presence of solid 
particles in the working media leads to a performance 
deterioration of these engines both structurally and 
aerodynamically. 

Under two-phase flow conditions, the gas and particles ex­
perience different degrees of turning as they flow through the 
blade channels. This is mainly due to the differences in their 
inertia. The major interacting force between the gas and par­
ticles is the viscous drag. The degree of turning and accelera­
tion or deceleration achieved by the particles depends on the 
ratio of the viscous forces to the inertial forces experienced by 
the particles. This results in a concentration gradient across 
the blade channel and causes a change in the properties of gas 
and particles. The net result is a change in the blade surface 
pressure distribution, which alters the engine performance 
during the period of particle ingestion. 

If the particles are of erosive nature, the problem becomes 
more complicated. The impact of particles on the blade sur­
faces can cause severe erosion damage, leading to structural 
failure of the blades. This damage is manifested by pitting and 
cutting of the blade leading and trailing edges, and a general 
increase in the blade surface roughness. The overall effect of 
the above phenomena, from the aerodynamic viewpoint, is an 
increase in total pressure loss across the blade row. 

The use of pulverized coal as fuel in many power plants and 
industrial establishments is inevitable both in the present and 
in the future. The major problem confronting earlier 
developers of coal-burning turbines is the serious erosion of 
turbine blades and other metal parts by the suspension of fly 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters January 7, 1985. Paper No. 85-GT-161. 

ash in hot combustion gases. It is possible to remove approx­
imately 85 percent by weight of the ash in these gases using 
cyclones. However small particles ranging in size between 1 
and 15 jxm still pass through the cyclones and enter the tur­
bine. Typical ash concentrations for such a turbine are about 
0.00027 mg/cm3 (7.8 mgm/ft3). The damage is caused prin­
cipally by erosion of the leading and trailing edges of the 
stator and rotor blades. A thorough knowledge of the various 
parameters which influence the extent of erosion damage is re­
quired to improve the life and the aerodynamic performance 
of turbomachinery operating in an ambient of particulate 
flow. This paper presents an experimental method used to 
determine the particle restitution coefficients which are used 
for trajectory calculations in turbomachinery and in the new 
derived equations to calculate the material erosion. 

Experimental Setup 

The experimental setup is shown schematically in Figs. 1 
and 2. It consists of an erosion wind tunnel, a laser-Doppler 
velocimeter (LDV) system, a data acquisition system, and a 
solid particle feeder. 

Erosion Wind Tunnel. An existing erosion wind tunnel was 
used in this investigation 11]. The major advantage of this tun­
nel is that the primary variables of fluid velocity, particle 
velocity, particle flow rate, and particle sizes can be controlled 
in a representative aerodynamic environment. Provisions are 
made in the tester design to allow variation between the angle 
of attack of the abrasive particle and the surface of the test 
specimen. 

Figure 1 is a schematic description of the apparatus to fulfill 
these objectives. The equipment functions as follows. A 
measured amount of dry fly ash is placed into the particle 
feeder A. The particles are fed into secondary air source and 
carried up to the particle injector C, where it mixes with the 
main air supply B. The particles are then accelerated by the 
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Q (B) MAIN AIR SUPPLY Table 1 LDV characteristics 

Fig. 1 Erosion research facility 
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Fig. 2 Schematic showing the experimental setup 

high-velocity air in a constant-area duct D, and impact the 
specimen in the test section E. The test dust is then separated 
from the air by a cyclone separator G, and collected in the 
container H. The test air is further filtered through a commer­
cial 5-/xm filter F. 

The test section is designed so that the particle-laden air is 
channeled over the specimen and the aerodynamics of the 
fluid surrounding the blade sample are preserved. This section 
contains several interchangeable inserts so that the flow 
properties can be determined using conventional instrumenta­
tion and the particle trajectories can be recorded using high­
speed photographic or laser methods. 

Laser and Optics (LDV System). The optical components 
of the laser-Doppler anemometer were arranged in the 
backward scatter mode (Fig. 2) to measure two simultaneous 
velocity components of a single particle. A two-color 5-W 
argon-ion Spectra physics, model 164-09 is used as laser 
source. The laser beams are brought into one common 
measuring volume using a transmitting lens of 250 mm focal 
length. The crossing angle for the incident 1.5-mm-dia beams 

Color 
Wavelength, /tm 
Firing spacing, /tm 
Diameter of measuring volume at the 

l/e~2 intensity location, mm 
Length of measuring volume at the 

l/e~2 intensity location, mm 
Number of stationary fringes 

blue 
0.488 
2.534 

green 
0.5145 
2.672 

0.1045 0.1097 

1.08 
41 

1.134 
41 

Table 2 Fly ash size distribution (percent) 

Under 5 ̂ m 
5-10 jtm 

10-20 urn 
Over 20 nm 

62 
17 
20 

1 

is 11.05 deg. The LDV and the measuring volume 
characteristics are shown in Table 1, 

Data Acquisition System. Two signal processors, TSI model 
1990 and on-line Mine 11/23, are used to acquire synchronized 
data for the simultaneous measurement of two velocity com­
ponents. The minimum time for a particle to cross the measur­
ing volume was* evaluated to be 1.4 /ts. Accordingly the syn­
chronization condition was set to 1 /xs, which is the time out 
between the two data ready pulses received from both signal 
processors. A time out of 5 /*s, after each valid synchronized 
data point is tagged in the computer, allows the particle to 
clear the measuring volume. The data acquisition program 
thus insures that sampling data are not obtained more than 
once from the same particle. 

Particle Feeder. The particles from the feeder A (Fig. 1) are 
carried up to the particle injector. The feeder is designed as a 
vessel to operate at high air pressures. However, the pressure 
is equalized above and below the plunger by a bypass line. 
This allows the system to be calibrated under gravity feed con­
ditions. Further, an electric eye records the plunger rpm in 
order to maintain operating conditions. The metering orifice is 
designed to be replaceable. In this manner, a larger (or 
smaller) orifice may be used, along with corresponding rod 
diameter, to allow versatility of the feeder. In this investiga­
tion the air flow was seeded with fly ash with size distribution 
as shown in Table 2. 

Development of Particle Rebound Correlations 

The erosion of metals impacted by small dust particles as 
well as the rebound dynamics of these particles can only be 
described in a statistical sense. This becomes obvious when 
one examines the number of geometric situations that might 
occur at impact. After a given incubation period, the target 
material will become pitted with craters and in fact after a 
slightly longer period, a regular ripple pattern may form on 
the eroded surface. Thus the local impact angle between the 
small particle and the eroded surface may deviate considerably 
from the geometric average. Further, the particles themselves 
are irregular crystalline in shape with several sharp corners. As 
a particle approaches the specimen the orientation of the parti­
cle is, for the most part, random. Thus, some particles will im­
pact on a flat surface and do very little work on the target 
material. Others will impact with a corner oriented in a man­
ner that removes material in a method similar to that of a cut­
ting tool. 

The restitution coefficient or restitution ratio is a measure 
of the kinetic energy exchange between two objects upon im­
pact. Since erosion is a function of the energy exchange be­
tween the erodent particle and the material impacted, the 
restitution ratio will give a good indication of the behavior of 
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V = Impact Velocity 

V = Rebound Velocity 

Tl T 2 • 

Fig. 3 Velocity and angle notations 

Table 3 Summary of the impingement velocity at fi1 = 60 deg 

Location 
above the 
sample 

1 
2 
3 
4 

Normalized incidence velocity 

Tangential Normal 

SSM* 

0.544 
0.463 
0.473 
0.465 

SD+ SSM 

±0.11 0.897 
±0.046 0.863 
±0.058 0.867 
±0.0725 0.865 

SD 

±0.094 
±0.09 
±0.094 
±0.087 

Total 

SSM 

1.05 
0.98 
0.988 
0.982 

SD 

±0.144 
±0.101 
±0.11 
±0.11 

•SSM = Sample Statistical Mean. 
tSD = Standard Deviation. 

1* 5 mm 

Fig 4 Impingement velocity measurement locations 

Table 4 Normalized average impingement velocities at dif­
ferent impact angles 

Incidence 
angle 
01 

15 
30 
45 
60 
75 

Normalized incidence velocity 

Tangential 

SSM* 

0.962 
0.862 
0.672 
0.463 
0.234 

SD+ 

±0.083 
±0.046 
±0.048 
±0.046 
±0.079 

Normal 

SSM 

0.253 
0.503 
0.709 
0.863 
0.966 

SD 

±0.093 
±0.092 
±0.087 
±0.09 
±0.088 

Total 

SSM 

0.955 
0.989 
0.977 
0.98 
0.994 

SD 

±0.0766 
±0.06 
±0.06 
±0.059 
±0.073 

*SSM = Sample Statistical Mean. 
fSD = Standard Deviation. 

Fig. 5 Rebounding velocity measurement locations 

the particle-material interaction. In this investigation an 
erosive impact occurs when the contaminant particle is much 
harder than the target material. This investigation was limited 
to ductile target materials, upon which the particle will create 
local stresses high enough to cause plastic flow in the target 
material. 

Grant et al. [2] were the first to investigate thoroughly the 
rebound characteristics of high-speed eroding particles. The 
study was carried out on annealed 2024 aluminum alloy. The 
data were described using histograms to illustrate their 
statistical distribution. It was concluded that the restitution 
ratio V2/V1, which is directly related to the kinetic energy lost 
during impact, does not give sufficient information in regard 
to erosion. With this in mind, the restitution ratio was broken 
down into a normal velocity restitution ratio Vm/Vm, as 
shown in Fig. 3 (the normal component of the particle velocity 
after impact/the normal component of the particle velocity 
before impact), and a tangential velocity restitution ratio 
^ n / ^ n (the tangential component of the particle velocity 
after impact/the tangential component of the particle velocity 
before impact). It was found that the normal velocity restitu­
tion ratio does not significantly contribute to ductile erosion. 
Most probably the kinetic energy is dissipated by plastic defor­
mation of the target material without significant material 
removal. 

Measurement Technique 

The LDV system was used to measure the impact and re­
bound velocities and angles on 410 stainless steel samples for 
different incidence angles. Wakeman and Tabakoff [3] show 
no significant tendency for the velocity or angle restitution 
ratios to vary with increasing target temperature. Therefore, 
this investigation was conducted at room temperature 21 °C 
(70°F). Some of the results obtained for impact angle, /^ = 60 
deg, are listed in Table 3. The velocities are normalized with 
respect to the particle velocity at the center of the test section, 
which was 98 m/s (320 ft/sec). The impinging particle 
velocities were measured at four points above the stainless 
steel sample as shown in Fig. 4. 

Inspection of the results in Table 3 shows that the impinge­
ment velocity has not changed too much from point 2 to point 
4. At the point 1 location, the results obtained include the 
velocities of the smaller fly ash particles, less than 2 /xm, which 
follow the air flow streamlines without hitting the specimen 
surface. Therefore the velocity at point 2 was selected to repre­
sent the impingement velocity for all impacting angles. 
Measurements for five incidence angles /3, were performed 
and a summary of the normalized average and standard devia­
tion of the impingement velocities is shown in Table 4. The 
standard deviation is large due to the irregularly shaped fly ash 
particles, and the size variation (standard deviation) causes the 
particles to deviate randomly from the air flow path. 

The rebounding velocities were measured at four points 
located on a line 2. mm above and parallel to the specimen sur­
face, as shown in Fig. 5, for all impacting angles. It was found 
that the variations of the rebounding velocities at these four 
points were within the standard deviation. 

The average rebounding velocities were measured and nor­
malized with respect to the corresponding impact velocities 
listed in Table 4, for the different impacting angles and the 
results are shown in Table 5. 

Figures 6-9 illustrate typical histograms of the restitution 
ratios for the fly ash impacting at /3, = 6 0 deg over a stainless 
steel sample target material. The vertical axis in these figures 
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Table 5 Mean restitution coefficients at different incidence angles 

Incidence 
angle 
Pi 

15 
30 
45 
60 
75 

Directional 
coefficient 
e,s=|32/0i 

SSM* 

0.933 
0.74 
0.578 
0.64 
0.6 

Velocity restitution coefficients 

Tangential 
eT=V72/VTl 

SSM 

0.867 
0.698 
0.7 
0.76 
1.6 

SDt 

±0.116 
±0.176 
±0.199 
±0.204 
±0.217 

eN 

SSM 

0.823 
0.493 
0.352 
0.362 
0.37 

Mormal 

SD 

±0.38 
±0.225 
±0.283 
±0.146 
±0.157 

Total 
ev=V2/Vl 

SSM 

0.865 
0.652 
0.528 
0.51 
0.49 

*SSM = Sample Statistical Mean 
fSD = Standard Deviation 
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Fig. 7 Erosive particle normal velocity restitution ratio distribution 
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Fig. 9 Erosive particle directional coefficient distribution 

represents the number of times that the restitution ratio was 
found to be between the limits designated by the scale at the 
horizontal axis. The wide distributions of the data are due to 
the variation of the particle sizes and shape irregularity. The 
ratio of the particle velocity after and before impact, V2/Vlt is 
plotted against the angle of attack /3, as shown in Fig. 10. 
Since the statistical distributions are of importance, the shapes 
of these distributions are cross plotted on the figure. The 

during impact. The spread in these data indicates the variable 
condition of the surfaces and the orientation of the particle at 
impact. It is evident from this figure that V2/Vx decreases as 
the impact angle /31 inreases from 0 to 75 deg. 

The directional coefficient (f32/|8i) is plotted in Fig. 11 ver­
sus the impact angle /S,. Again, these data are plotted with 
their statistical distributions. The minimum directional coeffi­
cients have been found at /3, = 45 deg. 

parameter V2/Vx is directly related to the kinetic energy lost Figures 12 and 13 show the normal {Vm/VN V-, sin 
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Fig. 11 Influence of impact angle on the erosive particle directional 
coefficient 

j32/Ki sin (3,) and tangential (Vn/VTi = V2 cos fi2^i c o s 0i) 
restitution coefficients respectively plotted against the impact 
angle /3,. The trend of the data observed in Fig. 12 is very 
similar to that for the directional coefficient /32//3, at small 
angle of impact. The statistical data distribution of Fig. 13 ap­
pears to be reasonably tight and well formed. The average 
value of Vji/Vn when analyzed supports the theory that ero­
sion is proportional to a particle kinetic energy loss at impact. 
The maximum erosion of the material tested (410 stainless 
steel) occurs at (3, = 30 deg. This is also the point where 
Vn/Vn reaches a minimum. These results indicate that the 
normal component of velocity does not contribute significant­
ly to ductile erosion. Most probably the kinetic energy is 
dissipated by plastic deformation of the target material 
without significant material removal. 

The solid lines in Figs. 10-13 represents a least-squares 
polynomial curve fit of the mean value of the restitution 
parameters and may be expressed by the equations 

ev= V1/Vl = 1.04577-0.90847 (3, +0.30702 $\ + 0.05695 (3? 

e^ /ViS , = 1.03642-0.38746 0i -0.51442 /3? + 0.45094 &\ 

eN=Vm/Vm = 1.07474- 1.19738 /3, +0.16584 /3f+ 0.27733 0\ 

eT=VT2/Vn =0.97903 +0.15987 (3,-2.14461 0, +1.74705 P] 

where /3, is measured in radians. 
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Fig. 12 Influence of impact angle on erosive particle normal velocity 
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Fig. 13 Influence of impact angle on erosive particle tangential veloci­
ty restitution ratio 

The above expressions may be used in the erosion equations 
developed by Grant and Tabakoff [2] to predict the erosion 
behavior of the materials. Furthermore, they are important 
data for the particle trajectories in turbomachinery utilizing 
coal. 

In addition, Figs. 14 and 15 show the comparison of the 
normal and tangential restitution ratios for larger particles 
(quartz 200 /an) as reported by Tabakoff et al. [4] with the 
present data obtained for small particles (15 ftm fly ash). To 
date most of the industries were using restitution parameters 
that we obtained earlier by high-speed photography tech­
niques for large particles. Such parameters cannot give good 
results when applied to fly ash because of the difference in the 
particle size. Therefore presently we are continuing to study 
the restitution parameters for future turbine alloys that will be 
exposed to fly ash. 
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Fig. 15 Influence of impact angle on erosive particle tangential veloci­
ty restitution ratio for two different particle sizes 

Conclusions 

The dynamic impact characteristics of erosive fly ash par­
ticles impacting a 410 stainless steel material with resulting re­
bound have been investigated experimentally. The results of 
this investigation have led to the following conclusions: 

1 The kinetic energy lost by the particle can be expressed 
in terms of restitution coefficients. In theory, this parameter 
should then be proportional to the resulting erosion. 

2 The restitution ratio decreases as the particle impact 
angle increases. 

3 Directional coefficients (P2/fii)
 an<^ restitution ratios for 

different alloys are different. 
4 Particle restitution coefficients for particle sizes below 

40 iim can be measured only with an LDV system. 
5 The restitution parameters for fly ash particles were 

measured for the first time, and the data obtained can be of 
great benefit for trajectory calculations in turbomachinery or 
other systems exposed to such particles. 

Uncertainty Analysis 

The limited sample uncertainty analysis of Kline and Mc-
Clintock [5] was used. The final velocities were found to have 
an uncertainty of 3 percent. 
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Influence of the Reynolds Number 
on the Performance of Centrifugal 
Compressors 
This work is the result of an investigation based on numerous test data supplied by 
major compressor manufacturers in USA and in Europe. The main objective of the 
work is to propose improved formulae for the correction of the efficiency, the head, 
and the flow as influenced by the Reynolds number variation between workshop 
tests and specified conditions, carried out with the same machine. Tests on hand 
have shown that a sufficiently good correlation between measured and predicted 
values can be obtained with the proposed formulae. In addition a proposal is made 
for the allowable range, taking into account the inherent limitations for accurate 
testing at low Reynolds numbers. As a conclusion to this study it is recommended 
that the proposed formulae and allowable range be reviewed by the ASME, the ISO, 
or any other appropriate associations for adoption in revised test codes for cen­
trifugal compressors. 

Introduction 

It is generally recognized that a variation of the Reynolds 
number between workshop tests and specified conditions in­
fluences the performance of turbomachines and more 
specifically of centrifugal compressors. 

Most of the correction formulae proposed in the past are 
generally considered to be inadequate. Some of the formulae 
are too complicated to use, some others have no clear physical 
meaning, and some of the formulae can lead to excessively 
high correction of the efficiency. If the efficiency is modified 
by the Reynolds number, it follows that the head-flow 
characteristics of the compressor will also change. Many ex­
isting correction procedures do not include this. 

The purpose of the present work is to propose simple, easy-

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters January 30, 1987. Paper No. 
87-GT-10. 

to-use, and physically consistent formulae for efficiency, 
head, and flow corrections. In addition a recommendation for 
the allowable deviation between the test and the specified 
Reynolds number is proposed. 

An exhaustive list of references concerning the above sub­
ject is given in the excellent work of Wiesner [1]. This work 
clearly shows that the correction formula for efficiency as 
given in the ASME PTC-10 Code leads to unacceptably high 
efficiency corrections. As a consequence a manufacturer car­
rying out workshop tests at a low Reynolds number will be 
favored over other suppliers conducting tests closer to 
specified conditions. This is clearly to the detriment of the 
customer and as a result no Reynolds correction is usually 
made. 

The present paper provides an analysis of test data supplied 
by the major compressor manufacturers in the USA and in 
Europe. Some of the results of this work have been referred to 
in recent ASME publications by Simon and Bulskamper [7], 
Strub [8], and Casey [9]. 
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Fig. 1 Friction factor for turbulent flow in rough pipes 

Basic A s s u m p t i o n s and Formulae 

Assumptions. The prime interest of this study is to pro­
vide simple formulae for efficiency, head, and flow correc­
tions as influenced by a change of the Reynolds number be­
tween workshop tests and specified conditions. As a conse­
quence the centrifugal compressor is the same machine in both 
cases, which means that the geometry and the relative surface 
roughness are identical. 

In order to take into account the fact that part of the losses 
are independent of the Reynolds number , the total losses are 
split up into two port ions. Near the best efficiency point the 
portion of the Reynolds independent losses can be represented 
by a constant fraction of 0.3. This value varies according to 
various authors between 0 and 0.5 [1], The losses due to fric­
tion are assumed to be dependent on a representative value of 
the friction coefficient X according to the Moody diagram for 
pipe friction (Fig. 1). The representative value of X is related to 
a reference Reynolds number and to a reference relative 
roughness of the compressor. Appropriate definitions for 
these reference values are given below. 

The mean flow velocity in the flow channels of a com­
pressor stage is approximately given by half its tip speed, 
U2/2, and the mean hydraulic diameter Dh by twice the outlet 
tip width b2. Thus a representative value of the Reynolds 
number for a stage is given by 

Re = 
U7/2-2b, Ut'b-, 

(1) 

in which v is the kinematic viscosity at the inlet total condition. 
This definition is taken as the reference value. 

The technical roughness Ra denotes the roughness average 
from the center line of the peaks and has been found to be the 
most suitable roughness value for the definition of machining 
work. Its definition [2] is 

R„ = (1/7) ( \y\'dx 
Jo 

(2) 

publications: C L A - c e n t e r line average (UK); A A - arith­
metic average (USA). 

The reference roughness Ra is the average roughness for the 
impeller and its diffuser and can be either measured or taken 
from the manufacturer 's drawing (agreement between 
manufacturer and customer). The roughness values are taken 
inside the impeller on one blade, on the disk, and on the 
shroud near to the outer diameter. The values for the diffuser 
are taken on the side walls and in the middle of one blade near 
the inlet diameter. 

The effect of the roughness on turbulent pipe flow is 
characterized by the equivalent sand roughness ks, as given in 
the Moody diagram. The equivalent sand roughness ks of a 
machined surface with a technical roughness of Ra is defined 
as the diameter of the closely packed uniform sand grains that 
lead to the same friction losses. Various references [3-5] show 
that the ratio of ks to Ra lies typically between 1.5 and 2.4 and 
in this study we have assumed that ks is roughly twice Ra. The 
representative relative roughness of the stage is then given by 

2Ra 

2b7 b2 
(3) 

This definition of the relative roughness is used as a reference 
value. 

In multistage compressors, for the sake of simplification, 
we take the reference values of Reynolds number and relative 
roughness of the first stage to represent each stage group. 

The correction method applies only to the internal hydraulic 
losses and, therefore, the leakage losses across the balancing 
piston and the mechanical losses must be accounted for 
separately. 

Formula for Efficiency Correction. The proposed for­
mula for efficiency correction in the neighborhood of the best 
efficiency point is given by 

1-Vsp 

1 - 1 , 

0.3 + 0.7—^-
Kr 

0.3 + 0.7—!-

(4) 

Instead of taking friction factors directly from the Moody 
diagram the following generally accepted equations are used: 
von Karman equation for friction factor at critical Reynolds 
number 

1 
-=1.74- -2l0g42ir} - - , u > ( 5 ) 

Colebrook equation for friction factor at specified operating 
conditions 

1 
-=1.74 

C Ra 
-2 , o g42x 

18.7 

Re^p-VX^-
(6) 

which is equivalent to the values used in English language 
Colebrook equation for friction factor at test operating 
conditions 

Nomenclature 

b2 = impeller outlet width 
D2 = impeller outlet diameter 
Dh = hydraulic diameter 
ks = equivalent sand roughness 

R„ = technical roughness 
Re = Reynolds number 
U2 = impeller tip speed 

i? = polytropic efficiency 

X = friction coefficient 
jtj = polytropic head coefficient = 

AHp/u
2

2 

i,„ = work coefficient = AH/u2 

v = kinematic viscosity 
p = density 
4> = flow coefficient = V/U2D\ 

Subscripts 

cr = refers to critical Reynolds 
number 

ref = reference conditions 
sp = specified operating condition 

t = test operating condition 
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1,0 

Flow ratio » , s p /» i , 

Fig. 2 Illustration of correction procedure 

1 
= 1.74-21og i2~t 18.7 

(7) 
b2 Re,-V\, 

X„ is the value of the pipe flow friction factor 
Vx, 

In equation (5) 
attained as the Reynolds number tends to infinity. This is not 
to be confused with the critical value at the transition from 
laminar to turbulent flow. 

Formula for Head, Flow, and Work Input Correc­
tion. According to the consulted literature [1] and to the ex­
perience of the manufacturers contributing to this paper, there 
is a definite increase in both head coefficient and flow coeffi­
cient with an increase in Reynolds number. To a first approx­
imation the head-flow characteristic changes in such a way 
that a typical reference point (e.g., the point of best efficiency) 
moves along a parabola. The change in head and flow with in­
creasing Reynolds number resembles the change due to a small 
speed increase and can be approximated by 

\V-sp 

fit 
(8) 

In the neighborhood of the best efficiency point, roughly half 
of the increase in the efficiency appears as an increase in head, 
and this leads to the following formula: 

= 0.5 + 0.5 M 
It}, J 

(9) 

With a knowledge of the efficiency and head coefficient cor­
rections the correction for the work input can be calculated 
from the relationship fiin = /n/17 and gives the following 
formula: 

Hi, 
- = 0.5 + 0 4-) (10) 

Application of Formulae to Test Data. These equations 
define the change in the best efficiency point on the perfor­
mance characteristics. The shift in other points can then be 
calculated by noting that the shape of the characteristic re­
mains essentially unchanged, and that other points can be 
transferred proportionally. 
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Fig. 3 Deviation between measurement and calculation 

The full correction procedure is illustrated in Fig. 2 and is 
summarized below: 

(0 At the best efficiency point on the test characteristic the 
ratio (1 — i/jp)/(l —rfi) is calculated according to equation (4). 

O'O From this ratio r\sp/i), is found. 
(Hi) Equation (9) is used to calculate the ratio nsp/n,, 

equation (8) to calculate the ratio 4>sp/<t>t, and equation (10) to 
calculate the ratio nin /\x.in at the best efficiency point. 

(iv) The ratios £„/i?/> nsp/ii„ 4>sp/<l>„ and iij„sp/ni„t 
calculated at the best point are taken to be the same at all 
points of the measured test characteristic. 

(v) The measured test points are now transferred to the 
new specified characteristic with these fixed ratios. 

Checking of the Proposed Formulae With Test Data 

Test data for 31 compressor groups (17 multistage and 14 
single-stage compressors) leading to about 120 test points have 
been submitted by various manufacturers engaged in this 
study and compared to the prediction with the corresponding 
formula. 

In order to avoid specifying the absolute values of the effi­
ciency, which are confidential to the individual manufac­
turers, the efficiencies are presented as a ratio to a reference 
value. This reference value of efficiency has been chosen at a 
Reynolds number within the tested range in order to give the 
least scatter between the calculated curve according to the pro­
posed formula and the available measurement points. This 
gives the same importance to all the measurement values and 
only by this means can the scatter be defined. 

The deviation of the measured efficiency ratio from the 
calculated efficiency ratio given by the curve for all of the test 
results is plotted in Fig. 3. This figure demonstrates an almost 
equal distribution of the deviation (scatter) for all sets of data, 
thus showing that the proposed formula is acceptable for prac­
tical purposes. This figure also shows that the scatter for tests 
at low Reynolds numbers is greater than that at high Reynolds 
numbers. A large scatter can be expected when performing 
tests at low pressure or at low peripheral speed, which leads to 
low driving power. 

It is worth remembering that owing to the complexity of the 
phenomena influencing the efficiency when a compressor is 
tested away from specified conditions, no correction formula, 
however sophisticated it may be, will be able to match all the 
practical testing conditions. This is the reason for proposing a 
formula which has at least the merit of being simple and which 
gives results which are certainly within the range of accuracy 
of the measurements. 

Two manufacturers have presented data for the variation of 
head and flow coefficients with Reynolds number. These data 
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are shown in Figs. 4 and 5 and demonstrate the good correla­
tion with the proposed formulae (8) and (9). 

Allowable Range 

The range of application of the correction formula and the 
choice of a suitable test Reynolds number are influenced by 
two factors: 

• the accuracy of the correction formula at different 
Reynolds numbers 

• the reliability of tests carried out at reduced suction 
pressures or low driving power. 

It is recommended that the limit of applicability be dis­
cussed between the customer and the manufacturer and agreed 
between them. 

The limit of accuracy of the correction formula for efficien­
cy has been established on the assumption that the correction 
formula is sufficiently accurate when used in a range where the 
hydraulic losses change by less than ±20 percent. These limits 
are shown in Fig. 6. The limits are very wide at high Reynolds 
number and become smaller as the Reynolds number is 
reduced. 

The limits determined by the inaccuracy in the 
measurements are more difficult to establish. Tests carried out 
at reduced suction pressure require less power input and a 
smaller mass flow which lead to a reduced accuracy of the 
power measurement. In order to ensure that the limits of ac­
curate measurements are not exceeded it is suggested that tests 
at reduced suction pressure only be carried out on the condi­
tion that the Reynolds number ratio of Re,/Re i / ;>0.1 can be 
maintained. 

The suggested limit of application of the ICAAMC formula 
is derived from the two limits discussed above and is shown in 
Fig. 6. 

The upper limit of this range is, in practice, not very rele­
vant as it would mean a very high test pressure that may be im­
possible because of the mechanical limitations at the casing. 
The narrow range of application at low Reynolds numbers 
corresponds well to the limited accuracy of test measurements 
in this region. 

The previous limits defined by ASME PTC-10 Code were 
considered too narrow. In view of the better accuracy of the 
new correction formula these limits can now be enlarged. The 
previous limits defined by ISO Code TC-118, which are based 
on the work of Davis [6] and specify the range in which no cor­
rection need be applied, were considered inappropriate. 

Conclusions and Recommendations 

The present study leads to the following conclusions and 
recommendations for the workshop testing of centrifugal 
compressors: 

1 The proposed formulae provide good agreement between 
test and specified conditions for efficiency, head, and flow 
corrections. 

2 The allowable range should be limited, especially for low 
specified Reynolds numbers, and a suggestion is given on Fig. 
6. 

3 It is recommended that the proposed formulae and the 
proposed allowable range be reviewed by ASME, the ISO, or 
any other appropriate associations dealing with such problems 
for adoption in revised test codes for centrifugal compressors. 
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Comparisons of the Relative Effect 
of Tip Clearance on Centrifugal 
Impellers 
Why do some centrifugal impellers exhibit high sensitivity to tip clearance losses 
while others don't? This may be understood by considering the geometric and fluid 
mechanics design parameters of the impellers. On the basis of experiments on five 
pumps of different specific speed, the relative effect on the stage performances of 
the pumps due to tip clearance is studied and earlier works in the field are discussed. 

Introduction 

Although tip clearance effects on turbomachinery perfor­
mance have been studied for many years, and the necessity for 
reliable information is ever increasing, an exact method of 
calculation of these effects currently does not exist and test 
data must be relied upon to aid in the development of models 
to predict these effects. 

Several models have been proposed for modeling tip flows, 
to predict tip losses. With the exception of tip-pressure 
measurements to measure unloading effects, no detailed con­
firmation of the methods was given. The most widely used 
model is that proposed by Rains [1] which suggests that the 
dominant tip flow mechanism is an inviscid imbalance. 
Lakshminarayana [2] proposed a theoretical model which 
predicted the aerodynamic efficiency loss due to tip clearance 
losses. Wood [3], using a series of experiments, reported ex­
tensive results to compare the hydraulic performance of the 
models, and he presented slip correlations for varying degrees 
of tip clearance which he compared with the slip prediction of 
Acosta [4], Senoo et al. [5] presented a relationship between 
change of input power due to a change of tip clearance and the 
effective blockage at the impeller tip, on the basis of pressure 
distribution measurement along the shroud. 

This present work was initiated due to the lack of reliable 
correlation of tip clearance losses of centrifugal impellers and 
lack of systematic identification of the tip clearance flow as 
related to the particular impeller. 

On the basis of experimental investigations of five cen-
tifugal pump impellers, of specific speed 0.33, 0.57, 0.83, 
1.23, and 1.51, the present work studies the relative effect of 
tip clearance on the stage performance of centrifugal 
impellers. 

flow consists essentially of a jet of fluid issuing as a vortex 
sheet on the low pressure surface of the blade. A survey of 
literature shows that three major effects are associated with tip 
clearance, as shown in Fig. 1: (1) secondary flow due to 
pressure gradients across the flow passage; (2) leakage of the 
flow past the tip clearance because of pressure differential 
across the blade tip; (3) the boundary layer "scraping" effect 
caused by the blades moving relative to the wall boundary 
layer and scraping fluid from it. 

A fluid vortex is created by both the clearance flow and the 
boundary layer scraping, according to Hoshide et al. (6); these 
phenomena are additive. As shown in Fig. 1, the leakage flow 

TIP LEAKAGE 
VORTEX 

BOUNDARY LAYER 
SCRAPING VORTEX 

Flow Through an Impeller and Its Effect on Tip 
Clearance Losses 

It is well established now that in most cases the clearance 
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Fig. 1 Flow patterns of a semi-open impeller 
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through the tip clearance is intercepted by the secondary flow 
along the shroud which moves from the pressure side of the 
blade to the suction side of the adjacent blade, and the flow 
with low velocity near the shroud moves into the channel be­
tween blades. Even though tip clearance effects on centrifugal 
impellers have the above tendencies, the magnitude and severi­
ty of the effects is very much different for each impeller. An 
investigation of flow pattern by Senoo [7] showed a more 
complex pattern as affected by tip clearance flow than that of 
Howard et al. [8]. Senoo's impeller was of the mixed flow type 
while that of Howard et al. was a radial impeller. 

Impeller internal flow solutions require an extensive 
geometric description of the blading, but often impeller design 
is made using a reduced number of variables, commonly: 
specific speed, suction specific speed, diffusion limitations, 
and exit flow angle. One of the important factors governing 
the impeller performance is the design of channel area changes 
along the flow path from inlet to outlet. Internal diffusion 
limitations for centrifugal impellers are widely discussed in the 
literature; Karassik et al. [9] gave 1.0-1.3 as the range for high 
hydraulic efficiency in pumps. In order to judge whether a 
particular blade shape is likely to lead to high impeller effi­
ciency, it is essential to consider the distribution of the relative 
velocity along the flowpath. Laboratory tests have confirmed 
theoretical calculations which predict a significant velocity 
gradient depending upon the shape of the impeller and the 
position of the blade leading edge [10]. 

In an impeller passage the maximum velocity is not in the 
center of the passage, but nearer to the wall with greater con­
vex curvature. But this is so only if flow separation does not 
occur; otherwise the velocity maximum can be nearer the other 
wall, which may have smaller convex or even a concave cur­
vature. On the wall with flow separation, reverse flow may set 
in. This situation can prevail in some impellers, even at design 
point. When flow separation occurs, the Coriolis forces can 
set flows into motion which go crosswise to the main flow. 

Mizuki et al. [11] reported, from investigation on three im­
pellers, that in the impeller having the smallest radius of cur­
vature at the shroud side separation was observed. They con­
cluded that a large total pressure loss region appeared near the 
shroud and that the impeller efficiency decreased that much. 
They further reported that the separation produced a strong 
secondary flow component that flowed from the shroud 
toward the hub and that the secondary flow became stronger 
in the impeller having a lower aspect ratio. Senoo [12] is right 
in stating that tip clearance loss is influenced by the distribu­
tion of relative velocity in the impeller. 

To estimate clearance effect, Pfleiderer [13] suggested an 
empirical formula, obtained experimentally, which can be 
represented as: 

'Aopt^o = 1-aX 

^opt/^o = 1-/3X (1) 

^ax^O-max = 1 - ?X 

where the numerical constants 2 01 = 18 = 7 = 1.3 — 3. This gives 
a simple linear effect of the clearance, which is shown in Figs. 
5 and 6 not to be the case. However, within the range of small 
clearances the formulae give a good approximation. 

Murakami et al. [14] suggested that 

</'opt/,/'o = («/«o)2 

*opt/0o = («/"o) 
(2) 

where n is a speed under zero clearance and n0 is a speed at a 
particular clearance to give the same head and flow as zero 
clearance. This relationship implies that \popt oc ^ • at present 
the amount of available evidence is too scarce to enable one to 
arrive at such final conclusions. In Fig. 6 this relationship is 
shown to be violated by pump Ns 0.57. 

Hoshide et al. [6] gave an efficiency correlation with the 
head and power change due to tip clearance 

>?n ^o Mo 
, • 0) 

^O-max ^0 Mopt 
The discrepancy between the values calculated using equa­

tion (3) and the actual test results is too big to qualify the 
above relationship as reliable. 

Hesselgreaves [15] published a modified form of the Rains 
[1] analysis. He presented a good correlation between tip 
clearance and efficiency. His results provide a rapid method of 
estimating efficiency losses due to tip clearance changes for 
mixed and axial flow machines. 

The Investigated Impellers and Setup 

The five investigated impellers are shown in Fig. 2. The 
meridional profiles of the five impellers are composed of cir­
cular arcs with inlet tangent angles of zero degree. 

The five test pumps were typical commercial centrifugal 
pumps with end suction and volute construction. Initially the 
impellers were fully shrouded, then the front shroud was 
machined off to give a semi-open impeller with an identical 
shape to the shrouded one. The semi-open impeller was then 
fitted with a new front casing, shown in Fig. 2, having the 
same shroud contour. 

The running clearance between the impeller vanes and the 
stationary casing was varied by a chain-gear drive, which 
changed the clearance without losing the symmetric position 
of the impeller outlet relative to the casing. The axial clearance 
Variation was accurately read by a dial gauge. The impeller 
geometric data are given in Fig. 2. 

The experimental setup consists of the investigated pump, 
booster pump, supply tank, and cooling system. The test loop 
has been specially designed for conducting performance and 
cavitation tests over the full range of pump operation. The 
physical outputs of the various parameters (pressure, flow-
rate, rotational speed, torque, and temperature) are measured 
and converted to electrical signals, and then are read by a data 

b 
g 

H 
Ns 

P 
Q 
r 

U 
V 

Vu2/U2 

= blade height 
= gravitational constant 
= pump total head 
= co(Q)1/2/(g#)3/4 = specific 

speed 
= power input to machine 
= volume flow rate 
= impeller radius 
= peripheral velocity 
= absolute velocity 
= P/pQ U\ = an estimate 

Z = number of blades 
18 = blade angle 
5 = tip clearance 
rj = QgH/P = overall 

efficiency 
X = 8/b = tip clearance ratio 
ix = 2P/2-Kb2r2U\ = power 

coefficient 
p = density 
<f> = Q/2irr2b2U2 = flow 

coefficient 

t = 
CO = 

Subscripts 
0 = 
1 = 
2 = 

m = 
max = 
opt = 

u = 

2gH/U1
2 = head 

coefficient 
angular speed 

at zero tip clearance 
at impeller inlet 
at impeller exit 
meridional component 
maximum 
optimal 
tangential component 
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Fig. 4 Effect of tip clearance on the tangential component of the
velocity

which has a full-scale accuracy ± 1 percent. Angular speed
was measured by an electronic counter; the pulses are propor­
tional to the pump speed. All measurement devices were
checked and controlled before and after each test. Although
the uncertainties were within a fairly good tolerance, that the
relative errors in impeller comparison measurement could be
less is a further encouragement.

The experimental setup used for the investigation and the
measurement technique involved are schematically shown in
Fig. 7. Assuming independent parameter error generation, the
uncertainties in measurements, nondimensionalized and nor­
malized, are summarized as follows:
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Discussion of Results

The essential geometric information for the tested impellers
is summarized in Fig. 3, where the various geometric ratios are
given as a function of the optimum specific speed Ns of each
type. Low specific speed impellers are characterized by high
head, requirement of ample usage of centrifugal effect, higher
ratio of outer to inner impeller radius, and small flow passages
that do not cause excessive flow velocities because the flow­
rate is small. As a result of this the loss of head in low specific
speed impellers is more, leading to lower maximum efficiency.
The maximum efficiency also tends to drop at higher specific
speeds due to lack of proper guidance of the fluid by the im­
peller blades which in turn is due to shorter blade length and
smaller blade lap.

All characteristic parameters have been nondimensional­
ized, and since the local pressure gradient is largest near the
outlet tip of the impeller, the clearance ratio (j/b at outlet tip
was taken as the representative value.

Effects of the tip clearance on the pump performance
characteristics at each maximum efficiency point are shown in
Fig. 5 for a constant speed and a changing clearance ratio.
Each performance parameter is presented as a percentage ratio
of its corresponding value at zero clearance, which was found
by extrapolation from Fig. 6.

cJ> No
±0.42

Fig. 2 The tested impellers
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Fig. 3 Design characteristics of the five tested impellers: v and
Vm21U2 extrapolated to zero tip clearance

acquisition/control unit, which can scan up to 30 channels.
The data acquisition/control unit is commanded by a desktop
computer.

Pressure measurements are carried out using pressure
transducers with a ± 0.2 percent full-scale accuracy. The
transducers are calibrated before testing, using a weight-type
reference gauge. Flowrate is measured using a calibrated elec­
tromagnetic flowmeter, which was controlled by way of
calibration against a calibration tank with precision 0.1 per­
cent. Torque was measured using a calibrated torque meter,

Nondimensionalizing error (percent)
Quantity: 'l'
Uncertainty: ±0.4
Normalizing error (percent)
Quantity: 'l' /'l'0
Uncertainty: ±0.8

cJ>
±0.2

p./p.o
±2.7

p.
±1.4

Y1/Y1o
±2.9
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1. Control desk
2. Printer
3. Desk computer
4. Plotter
5. Floppy set
6. Data control/Acquisition unit
7. Power supply and amplifier
8. Booster pump control
9. Main throttle valve

10. NPSH control
11. Colling-system control
12. Speed control

T Temperature
PI Tank pressure
P 3 Inlet pressure
Pd Pressure difference
P4 Outlet Pressure
n Rotational speed
M Torque
\I Flowrate
P

5
Inlet pressure

P6 Outlet pressure

Fig. 7 Experimental setup and measurement technique used
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Fig. 5 Comparison of the effects of tip clearance on the performance
of the five test pumps: Ns=0.33, 0.57, 0.83, 12.3, and 1.51

Fig. 6 The effects of running clearance on the optimal performance
characteristics of the five test pumps

The tangential component of the absolute velocity at the im­
peller exit was estimated from the measured shaft torque and
f1owrate. The effect of tip clearance on the tangential compo­
nent of the absolute velocity at impeller exit for optimal f1ow­
rate is shown in Fig. 4. With the exception of pump impeller of
Ns= 1.23, the tangential component of the absolute velocity is
seen to be hardly influenced by the tip clearance variation.

Figure 5 shows overall efficiency decrement as the tip
clearance increases showing a tendency similar to those

reported in other studies. Leakage loss increases with increase
in tip clearance due to increase in flow passage. As a result of
this the developed head falls for a constant flow due to: (1) in­
crease in drag as a consequence of the clearance flow; (2)
reduction in blade loading; (3) reduction of effective blade
size. The decrease in the developed head is directly followed
the decrease in input power. But as seen in all cases in Fig.
the efficiency also decreases considerably with increase in tip
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clearance. This means that the rate of decrease of developed 
head is much higher than that of input power. It is interesting 
to note that in the first 3.5 percent of clearance ratio each im­
peller had a different rate of change of efficiency with 
clearance ratio, but tends to be constant for all impellers at 
higher clearance ratios. 

Conclusions 

Although the efficiency variation with tip clearance ratio 
showed a patterned tendency, with the middle specific speed 
pump Ns = 0.83 being the most sensitive to clearance losses 
and the higher and lower specific speed pumps being less sen­
sitive, the investigation shows that simple relationships be­
tween developed head variation with clearance ratio and input 
power variation with clearance ratio are difficult to imagine. 
A clearer dependency of clearance effects on specific speed, 
which might have been hoped, is not observed here. 

The problem of tip losses could most likely be better 
understood from a detailed impeller geometry, impeller 
relative velocity distribution measurements, and secondary 
flow analysis. 
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Effect of Geometry on the 
Performance of Radial Vaneless 
Diffusers 
The paper presents measurements of the steady aerodynamic characteristics of a 
series of five radial vaneless diffusers with walls varying from mildly divergent to 
strongly convergent. The static pressure recovery was determined and the flow was 
traversed at the inlet and the outlet of the diffuser for a broad range of flow rates in 
each case. It was found that wall convergence results in a negative (stabilizing) slope 
in the pressure rise curve for the diffuser. Furthermore, at high flow rates con­
vergence was found to reduce the pressure recovery far less than one would expect 
and at intermediate flow rates convergence actually improved the pressure recovery. 
The better-than-expected performance is thought to be closely related to the ob­
served improvement in the flow uniformity at the diffuser outlet when convergent 
walls are used. 

Introduction 
Vaneless radial diffusers continue to be used widely with in­

dustrial centrifugal compressors and many experimental and 
analytical studies have investigated their steady and unsteady 
aerodynamic behavior. 

The main geometric parameters affecting the diffuser per­
formance are: (a) the ratio of inlet height to radius, b3/R3, (b) 
the ratio of outlet radius to inlet radius, R4/R3, and (c) the 
diffuser wall taper angle. The first of these appears to have 
received the greatest attention. Simple one-dimensional, 
viscous calculations (e.g., Van den Braembussche, 1985) show 
that for a given radius ratio the losses are lower and the static 
pressure recovery is higher for larger values of b3/R3, because 
of the smaller wetted area relative to the flow area. However, 
for a given mass flow rate, larger values of b3/R3 also imply 
smaller values of flow angle a3, which brings the diffuser 
closer to the critical angle for flow reversal and rotating stall 
(Jansen, 1964a). In fact, calculations by Senoo and Kinoshita 
(1977) have shown that the critical flow angle itself is lower for 
narrower diffusers and this seems to be confirmed by experi­
ment (e.g., Van den Braembussche et al., 1980; Kinoshita and 
Senoo, 1985). The radius ratio has also received some atten­
tion. For 63/^3 =0.116, Abdel-Hamid (1983) found that the 
critical flow angle increased with increasing radius ratio. On 
the other hand, Kinoshita and Senoo (1985) found that the 
critical angle was insensitive to the ratio for their very slender 
diffusers (b3/R3 =0.0257 and 0.0153). 

All of the studies mentioned considered only parallel-walled 
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diffusers. The various studies of the aerodynamic factors in 
diffuser performance, such as circumferential flow non-
uniformity (e.g, Johnson and Dean, 1966, and Senoo and 
Ishida, 1975) and axial flow nonuniformity (e.g., Jansen, 
1964b and Senoo et al., 1977), likewise have concentrated on 
constant-height diffusers. 

Recently, Ludtke (1983) reported the results of a series of 
tests for a centrifugal compressor stage using diffusers with 
four different wall shapes: parallel, parallel following a rapid 
contraction, constant area (mildly tapered), and strongly 
tapered. Significant improvements in the compressor surge 
margin were obtained with the tapered diffusers, although 
there was also some reduction in efficiency. On balance, the 
constant-area diffuser appeared best since it gave a substantial 
improvement in surge margin with minimum efficiency penal­
ty. Unfortunately, Ludtke's measurements of only overall 
stage performance do not reveal how the convergent diffusers 
improved the surge margin nor what aerodynamic penalties, 
such as reduced static pressure recovery, were incurred by 
using taper. Eckardt (1975, 1976) also used a constant-area 
diffuser in his detailed study of the impeller flow field, but the 
flow behavior in the diffuser was not reported. Eckardt (1980) 
did present total pressure profiles measured at the inlet and 
outlet of the diffuser for three different flow rates; these pro­
files show a noticeable improvement in the total pressure 
uniformity between inlet and outlet. The only experimental 
study of which we are aware that focuses specifically on the 
flow in diffusers with contoured walls is the work of Sherstyuk 
and Sokolov (1966) and Sherstyuk and Kosmin (1969). The 
authors examined the effects of a rapid contraction at the dif­
fuser inlet as well as convergent and divergent walls. The 
results are presented as curves of static pressure recovery ef­
fectiveness (defined as APJac {/APsidea)

 a nd the highest effec­
tiveness was reportedly obtained with 2 deg of convergence. 
Since only wall static pressure measurements were made it is 
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Table 1 Geometry of rotors 

Impeller 

No. o 
0i 
02 

f Blades 
, deg 

deg 

A 
24 
55 
30 

£>,= = 64 

B 
12 
55 
30 

mm 
Blade thickness 

C 
12 
55 
60 

£>2=223 
= 1.6 mm 

D 
12 
55 
90 

mm 

E 
12 
30 
60 

again not clear precisely why the convergent diffuser per­
formed better. 

The present paper reports the results of a series of 
measurements made in five radial vaneless diffusers with con­
stant inlet height and radius ratio but with varying degrees of 
wall taper from mildly divergent to strongly convergent. The 
objectives were fairly modest, namely to examine the effect of 
wall taper on the diffuser steady aerodynamic characteristics, 
in the hopes of understanding why the stable operating range 
of the machine is broadened by diffuser convergence and of 
determining any tradeoffs, such as reduced pressure recovery, 
which must be accepted. To this end only mean quantities 
were measured. 

Experimental Facility and Procedure 

Experimental Facility. The experimental facility used in 
the present investigation is shown schematically in Fig. 1. The 
same apparatus was used by Abdel-Hamid (1983, 1987) in his 
studies of vaneless diffuser instability. Five different rotors 
were used, to provide a variety of flow distributions at the in­
let to the diffuser. All rotors were shrouded; other details of 
their geometries are summarized in Table 1. The tests were 
conducted at a constant rotor speed of 5000 ±50 rpm. With a 
rotor diameter of 223 mm the corresponding blade tip speed 
was 58.4 m/s so that all measurements were made at essen­
tially incompressible conditions. Calculations show that the 
blade inlet angle for rotors A to D is well-matched to the flow 
incidence for 5000 rpm and the observed range of flow rates; 
rotor E therefore had very high positive incidence at all run­
ning conditions. The flow rate was varied with the throttle 
valve in the intake and by clamping screens of different 
porosities over the diffuser exhaust. 

The geometries of the five diffusers tested are summarized 
in Fig. 2. Measurements were made at two stations located at 
1.045/?2 and 1.655i?2 where R2 is the rotor tip radius. The dif­
fuser performance was therefore determined over a radius 
ratio R4/R3 of 1.584. The outlet measurement station is 10 
mm upstream of the diffuser discharge. The passage height 
was varied with interchangeable hub walls having slopes from 

Impeller 

Fig. 1 Schematic drawing of experimental facility 

Fig. 2 Geometry of diffusers; all dimensions in mm 
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N o m e n c l a t u r e 

A = radial area 
b = diffuser height 
B = 

radius 
Bf = radial velocity distortion 

parameter (equation (5)) 
Cp = static pressure recovery 

coefficient (equation (4)) 
m = mass flow rate 

P0 = total pressure 
Ps = static pressure 

r = radial coordinate 
R = radius 

R' = r/R 3 = radius ratio 

z = 

resultant velocity 
radial component of 
velocity 
tangential component of 
velocity 
axial coordinate 
flow angle, measured 
from the tangential 
direction 
rotor blade angle, 
measured from the 
tangential direction 
nominal wall convergence 
angle 

8' = 

P = 
Q = 

Subscripts 

1 ,2 , 3 , 4 = 

Superscript 

— 

effective wall convergence 
angle (for linear variation 
in height from R3 to i?4) 
density 
(P^-P^)fVipv\ = total 
pressure loss coefficient 

rotor inlet, rotor tip, dif­
fuser inlet, diffuser outlet 

mean value 
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- 3 deg (divergent) to 8.2 deg (convergent). Because of the 
mechanical design of the original facility, the wall slope began 
7.5 mm downstream of the inlet measurement station. As a 
result, the effective taper angles, corresponding to linear 
variations in height between ^ 3 and RA, were - 2.7 to 7.3 deg. 
The inlet height, b3, was constant at 0.116i?2 or 0.11 l/f3. The 
ratio of the areas at the outlet and inlet measurement stations 
A4/A3 varied from 1.98 to 0.52. 

Experimental Procedure. The diffuser flow was traversed 
at the two measurement stations using a standard United Sen­
sor cobra probe. The probe was used in the nulling mode; that 
is, the probe was rotated until the side-hole pressures were 
equal and the center-hole pressure was taken as the total 
pressure. The inferred flow direction is estimated to be ac­
curate to ±0.5 deg. Measurements were typically made at five 
locations across the axial height of the diffuser; the position­
ing accuracy is estimated at ±0.25 mm. The objective was to 
provide sufficient data to obtain reasonable mean values of 
flow quantities such as mass flow rate and total pressure. As 
shown in Figs. 7 to 9, the flow quantities varied fairly gradu­
ally in the bulk of the flow and the measurements were suffi­
cient to characterize the overall profiles, although they of 
course do not give details about the boundary layers. For in­
tegration purposes, the two additional points at the walls pro­
vided by the no-slip condition were included. Based on the 
observed repeatability of the measurements, the values of total 
pressure are estimated to be accurate to better than ±5 per­
cent of the mean dynamic pressure at the station in question. 
The wall static pressures were measured using 0.5-mm-dia taps 
located at the same radius as the mouth of the cobra probes 
but displaced 90 deg circumferentially. The static pressure 
measurements are estimated to be accurate to ± 2 percent of 
the inlet dynamic pressure. All pressures were measured with 
manometers or pressure transducers using pneumatic circuits 
which damped out most of the pressure fluctuations because 
of their fairly long tubes and substantial volumes. 

The resultant velocity distributions in the diffuser were 
calculated from the probe total pressures assuming that the 
static pressures measured on the shroud wall apply across the 
flow. Radial and tangential components were then calculated 
using the flow angles obtained from the probe. The velocity 
components were averaged separately. The rationale for this is 
that in simple design calculations the inlet conditions to the 
diffuser will be known in component form, the average radial 
component of velocity being obtained from the mass flow rate 
and the average tangential component being known from 
angular momentum considerations. Thus our average values 
were calculated as follows: 

• * 

p2-Krvrdz 

(1) 
plirrb 

\ p2-Kr2v,vrdz 

(2) 

The average flow angle at the diffuser inlet a3 is then arctan 
(vr/v,). The average total pressure was obtained by mass 
averaging in the usual way 

•A 

P0p2irrvrdz 

' ( 3 ) 

and the average dynamic pressure was then calculated by sub­
tracting the measured wall static pressure. 

The radial components of velocity at the two diffuser sta-
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Fig. 3 Effect of rotor geometry on static pressure recovery (parallel-
walled diffuser) 
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Fig. 4 Effect of rotor geometry on total pressure losses (parallel-walled 
diffuser) 

tions were integrated to obtain the mass flows. These were 
compared with the mass flow calculated from two static 
pressures measured on the intake contraction. This latter mass 
flow should be very reliable. At higher flow rates, the three 
mass flows agreed very well, being typically within 5 percent 
of each other. However, at very low flow rates the mass flow 
inferred from the diffuser inlet measurements was consistently 
higher than the other two. This is probably mainly due to the 
circumferential flow nonuniformity, which will be more pro­
nounced at low flow rates. As noted above, the inlet measure­
ment station is at 1.045i?2.

 a t which point the mixing-out of 
the blade-to-blade flow nonuniformity will not yet be com­
plete. Evidently, the mean total pressure which we obtain with 
our slow response instrumentation is higher than the actual 
mean value. An additional source of error is the uncertainty in 
the probe angles which, for small values of a3, can lead to 
significant errors in the mass flow rates. We examined the ef­
fect of scaling the velocity distribution at the diffuser inlet to 
give the same mass flow rate as the intake. However, if we 
added the scaled dynamic pressure distribution to the 
measured wall static pressure, the new average value of the 
total pressure was in some cases less than that obtained at the 
diffuser outlet. This suggests that the nonuniform flow also 
affected the wall static pressure measurement, making the 
measured average lower than the actual mean value. Since we 
have no basis for applying corrections to both the probe total 
pressure and the wall static pressure measurements, we have 
chosen to present the data as measured. It is worth noting that 
in the pressure coefficient 
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c„ Vipv\ 
(4) 

the effects of the underestimated Ps3 and overestimated Vi pv\ 
are to some degree offsetting. Nevertheless, the values of Cp 
presented for low values of a3 should be treated with some 
caution. The measured data are available (Zhu and Sjolander, 
1986) to anyone wishing to analyze it in alternative ways. 

From our measurements we have concluded that flow 
uniformity is an important factor in the performance of the 
tapered diffusers. Senoo (1984) (as discussed by Van den 
Braembussche, 1985) has investigated the effect of radial flow 
distortion in constant height diffusers and found that poor 
uniformity reduces the pressure recovery and increases the 
losses. The calculations of Senoo and Kinoshita (1977) 
likewise suggested that radial flow distortion had a significant 
influence on the critical angle for reverse flow. Senoo (1984) 
defined a radial velocity distortion parameter Bf, where 

Br 

pvldzj \ pvrdz o / Jo 

lo'WC 
(5) 

pdz 

and we have adopted this as a measure of flow nonuniformity 
in our work. 

Experimental Results 

Effect of Rotor Geometry. Measurements were first made 
with the parallel-walled diffuser using the five available 
rotors. The objectives were, firstly, to establish the 
repeatability and scatter of the pressure coefficient data, and 
secondly, to determine the sensitivity of the diffuser perfor­
mance to the details of the rotor design. 

Figure 3 shows the static pressure recovery coefficients and 
Fig. 4 the total pressure loss coefficients plotted against the 
diffuser inlet flow angle, the usual parameter used to represent 
flow rate. We estimate our pressure coefficients to be accurate 
to ±0.015; this does not include the systematic errors in­
troduced by circumferential flow nonuniformity, which we are 
unable to quantify. As expected, the pressure recovery 
deteriorates and the losses rise at low flow rates. 

It is evident from Figs. 3 and 4 that the diffuser perfor­
mance is quite similar for rotors A to D. For rotor E the static 
pressure recovery was noticeably lower and the losses were 
slightly higher. As noted earlier, rotor E has high positive in­
cidence at all flow rates when run at 5000 rpm and should 
therefore produce a highly distorted flow. This was partly con­
firmed by the values of Senoo's distortion parameter Bf, 
which were higher for this rotor than for others. The observed 
hub-to-shroud distortion and the undoubted circumferential 
distortion probably account for the reduced static pressure 
recovery. However, from the results for rotors A to D we con­
clude that, provided the rotor is well-designed and well-
matched, the diffuser performance is not very sensitive to such 
details of the rotor design as the number of blades or the outlet 
sweep angle. The performance of the tapered diffusers was 
therefore measured for one rotor only (rotor B for diffusers 1 
to 4 and rotor A for diffuser 5), but we believe that the results 
have broad validity. 

Effects of Diffuser Wall Taper. A simple analysis outlined 
in the Appendix shows that for a constant-height diffuser with 
no losses the pressure rise curve, Cp versus a3, has zero slope. 
With a loss variation such as we observed for our range of a3, 
the slope becomes everywhere positive. On the other hand, for 
convergent diffusers the pressure rise curve has a negative 
slope. A first-order criterion for stability of a compressor 
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Fig. 5 Effect of diffuser geometry on static pressure recovery 

stage is that the overall pressure rise curve should have a 
negative slope (e.g., Greitzer, 1981). Since the overall curve is 
the resultant of the pressure rise curves for the rotor and the 
diffuser, the negatively sloped curve predicted for the con­
vergent diffusers is clearly stabilizing to the machine as a 
whole. This would seem to be the simplest explanation for the 
improved surge margin observed by Ludtke (1983) when he 
used convergent diffusers. The simple analysis also indicates 
that convergence substantially reduces the pressure recovery at 
higher flow rates. The reason for this is clear: As a3 increases, 
reduction in the radial component of velocity becomes increas­
ingly important to the pressure recovery. Thus the reduced 
deceleration (or even acceleration, with sufficient con­
vergence) shows up as a significant decrease in the pressure 
rise. A prime objective of the present study was to determine 
the pressure recovery penalty incurred in real diffusers by 
using wall convergence. 

Figure 5 shows the static pressure recovery curves obtained 
for the five diffusers. As noted earlier, measurement errors in­
troduced by circumferential flow nonuniformity cast some 
doubt on the absolute values of Cp. However, the relative 
magnitudes should be correct since most of the measurements 
were made with a single rotor which, at a given flow rate, 
would give essentially identical inlet conditions to all the dif­
fusers. The behavior of the curves is generally consistent with 
the simple analysis. For sufficient convergence (about 3 deg in 
our case) the effects of the taper more than offset the effects 
of the losses to produce a pressure rise curve with a stabilizing 
negative slope. Furthermore, an interesting and surprising 
result was the fact that the reduction in pressure recovery due 
to wall convergence was not nearly as large as the simple 
analysis would suggest. In fact, in the middle of the flow 
range, the highest pressure recovery was obtained with the 5.5 
deg diffuser. 

Part of the explanation for the unexpected behavior of the 
pressure recovery probably lies in the differing loss 
characteristics of the diffusers. Figure 6 shows the total 
pressure loss coefficients plotted against the inlet flow angle, 
as before. At higher flow rates, convergence appears to reduce 
the losses very substantially; for example, by a factor of about 
two as the taper increases from 0 to 5.5 deg. The reasons for 
this are not completely clear. It may be related to changes in 
the path length as the fluid particles pass through the diffuser. 
By increasing the radial component of velocity, convergence 
shortens the path length and therefore reduces the effective 
wetted area. One-dimensional calculations show that the 
changes in the average path length are not very large for our 
range of taper angles. However, the radial velocity distortion 
present in the real flows makes these calculations a little 
misleading. The path length for the fluid close to the walls, 
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which is the important length for skin friction losses, can be 
considerably larger than the mean path length. The 
significance of flow nonuniformities will be considered fur­
ther, but in any event the observed reduction in losses must 
partly account for the retained pressure recovery in the con­
vergent diffusers. 

We believe that the relationship between wall taper and flow 
uniformity plays a part in the static pressure recovery behavior 
and probably also the loss behavior of the convergent dif­
fusers. Figures 7 to 9 show the velocity and flow angle 
distributions at the inlet and outlet of three of the diffusers for 
a mean inlet flow angle of about 10 deg. Subjectively, there is 
an improvement in the uniformity of the radial velocity 
distribution as the diffuser becomes convergent. To quantify 
this effect, we calculated Senoo's radial velocity uniformity 
parameter Bj at inlet and outlet for all of our cases; these 
results are shown in Fig. 10. For the divergent, constant-
height, and mildly convergent diffusers the nonuniformity is 
seen to increase between inlet and outlet. At higher flow rates, 

Fig. 10 Relationship between wall taper angle and radial velocity 
uniformity 

this would be attributed to boundary layer growth on the walls 
of the diffuser; at lower flow rates the regions of flow reversal, 
seen in Figs. 7 and 8, also contribute to the nonuniformity. 
Both the boundary layer displacement effect and the flow 
reversal produce blockage which reduces the effective flow 
area, raises the outlet dynamic pressure, and therefore reduces 
the outlet static pressure. By contrast, for 5.5 and 8.2 deg of 
convergence Fig. 10 shows that the flow uniformity actually 
improves between inlet and outlet, as suggested by Fig. 9. As a 
result, the flow blockage decreases in the radial direction and 
this will to some degree offset the height reduction produced 
by the taper. This would appear to be an additional, and 
probably important, reason for the better-than-expected 
pressure recovery in the convergent diffusers. 

The improvement in flow uniformity in the convergent dif­
fusers may also account in part for their lower losses. As 
shown by Fig. 9, the improved uniformity increases the flow 
angle close to the walls and therefore shortens the path length 
of the fluid that is in immediate contact with the walls. This 
should to some extent reduce the skin friction losses. In addi­
tion, the better uniformity reduces the velocity gradients away 
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from the walls and will therefore reduce the viscous dissipa­
tion as well as the turbulence production in the interior of the 
flow. 

Finally, wall convergence is seen to reduce or eliminate the 
flow reversal, which is associated with rotating stall, toward 
the outlet of the diffuser. For our ratio of inlet height to 
radius, this may be of limited benefit since the flow reversal 
appeared first at the inlet. However, there is some evidence 
(e.g., Senoo and Kinoshita, 1977) that for wider diffusers, 
flow reversal appears first toward the outlet. For such cases, a 
convergent diffuser could be doubly beneficial in terms of 
overall machine stability, through the negatively sloped 
pressure rise curve as well as by delaying the onset of flow 
reversal near the outlet. 

Conclusions 

Our measurements have shown that a small amount of wall 
convergence can have several beneficial effects on the steady 
aerodynamic performance of radial vaneless diffusers. In the 
first place, sufficient convergence results in a stabilizing 
negative slope to the pressure recovery curve; this helps to ex­
plain the improved surge margin observed by Ludtke (1983) 
for centrifugal compressor stages with convergent diffusers. 
An additional and surprising result was the fact that wall con­
vergence resulted in far less reduction in static pressure 
recovery than one would expect. In fact, at intermediate flow 
rates the best pressure recovery was obtained with the 5.5 deg 
convergent diffuser. The convergent diffusers also had the 
useful characteristic of suppressing flow reversal toward the 
outlet of the diffuser. This could delay the appearance of 
rotating stall in wide diffusers where the stall appears to be 
triggered by the onset of flow reversal near the outlet. 

There appear to be several interrelated reasons for the 
better-than-expected performance of the convergent diffusers. 
We believe that an important factor is the observed improve­
ment in the uniformity of the radial velocity distribution. At 
the largest convergence angles, the outlet flow was actually 
more uniform than the inlet flow. The corresponding reduc­
tion in aerodynamic blockage to some extent offsets the reduc­
tion in physical area and helps to explain the retained pressure 
recovery. The better uniformity also had the beneficial effect 
of shortening the path length for the fluid in the streamtubes 
closest to the walls. This should reduce the skin friction losses 
and explains, at least in part, the substantially lower total 
pressure losses which we measured in the convergent diffusers 
at our higher flow rates. 

Based on our results we would recommend that a small 
amount of wall convergence be used routinely when designing 
radial vaneless diffusers. However, our results are too limited 
to define an optimum amount of convergence. For our family 
of diffusers, a nominal convergence angle between 3 and 5.5 
deg appears best, giving the highest pressure recovery in the 
middle flow rates, and a negative slope for the pressure rise 
curve. It is interesting to note that our "best" diffuser would 
have roughly constant flow area, as was also the case for 
Ludtke's best diffuser. This may be a useful rule of thumb for 
choosing the convergence angle for different values of inlet 
height to radius. 
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A P P E N D I X 

A very approximate analysis is made to examine the effect 
of various parameters on the Cp versus a3 relationship. 

Assuming one-dimensional incompressible flow, from con­
tinuity 

rbvr = R3b2vr} 

and if the diffuser height varies linearly with a convergence 
angle 6 then 

vri 

where R' = r/R} and Bi = d3/i?3 . Neglecting the moment due 
to the skin friction, angular momentum is conserved, so that 

rv,=R3va 

Then since 

Ps=P0-V2P(v2
r + vj) 

the static pressure recovery coefficient is given by 
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R'2 

where 

sirra3 

1 r tan 

-+1 - s in 2 a 3 
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0=P°a P° 

is the total pressure loss coefficient. 
For a constant-height diffuser (d = 0) 

C = 1 -
1 

J?'2 -0(a3) 

and neglecting losses, the slope of the pressure recovery curve, 
dCp/da}, is zero. For our range of flow rates, Q varies in­
versely with c*3. Thus dQ/da} is negative and the slope of the 
pressure rise curve will be positive. At higher values of a3 , Q 
may rise again but the slope of the pressure rise curve is of 
greatest concern at low values of a3. 

For tapered diffusers without losses, it is easily shown that 
dCp/da} < 0 if the dif fuser is convergent (0>O); Fig. Al shows 
the predicted pressure recovery curves for the diffuser 
geometries used in our experiment. For an actual diffuser with 
losses, sufficient convergence will therefore offset the effects 
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Fig. A1 Predicted static pressure recovery (no losses) 

of the losses to produce a pressure recovery curve with a 
negative slope, as we observed in our experiment. 
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Full Coverage Impingement Heat 
Transfer: Influence of the Number 
of Holes 
The choice of hole diameter in impingement cooling requires the number of holes to 
be specified and design information is provided for this purpose. The correlations 
for impingement cooling usually take geometry effects into account by using the 
pitch-to-diameter ratio (X/D) and this is independent of the number of holes and 
specified purely by the desired pressure loss at a given flow rate. Impingement heat 
transfer from a square array of holes was studied for a range of coolant flows G 
from 0.1 to 1.8 kg/sm2 at a fixed X/D of approximately 10. The number of holes 
per unit surface area N was varied by a factor of 70 at a constant gap-to-hole 
diameter ratio Z/D of 4.5 and constant gaps of 3 mm and 10 mm. It was shown that 
there was a range o /N over which there was only a small influence on heat transfer 
at constant G. However, heat transfer fell at large N due to crossflow effects and at 
low N due to inadequate surface coverage of the impingement flow. 

1 Introduction 

Impinging air jets are extensively used for internally cooling 
turbine blades because of their high convective heat transfer 
coefficients [1-29]. Impingement cooling may also be used for 
cooling gas turbine combustor walls [1-6], and the technique 
offers the possibility of reducing present wall film cooling air 
flow requirements. For blade cooling, the air usually exits at 
the trailing edge of the blade, so that each successive row of 
holes experiences a crossflow of air from the upstream holes, 
which may influence the impingement heat transfer [6-8, 
11-13, 19, 21]. For combustor wall cooling, configurations 
with and without crossflow are possible [3-6]. The authors [5, 
30-33] have shown that full coverage discrete hole film cooling 
(effusion cooling) offers efficient film cooling at low coolant 
flow rates. It has design considerations similar to those of im­
pingement cooling and is ideally suited to a combination with 
impingement cooling. This impingement/effusion design has 
the main coolant pressure loss at the impingement holes and a 
low pressure loss and hence film blowing rate at the effusion 
holes. This design has been shown to have a cooling perfor­
mance close to the ideal transpiration cooling at low coolant 
flow rates [5, 33]. 

In the present work impingement configurations that are 
applicable to full coverage impingement/effusion cooling of 
combustor walls are studied. This involves a full flame tube 
design pressure loss of approximately 3 percent and minimum 
crossflow. Future work will investigate the influence of the ad­
dition of the effusion holes. The range of geometries in­
vestigated also covers those of interest in turbine blade cool­
ing. Identification of the minimum number of holes that can 
be used in a full coverage application, without reducing the 
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mean surface-averaged heat transfer, is important for the 
minimization of the manufacturing complexity and cost of the 
combustor design. Large numbers of holes involve small hole 
diameters, for the same design pressure loss and also small im­
pingement gaps. Both these factors are generally to be avoided 
in combustor designs, although they may be feasible in turbine 
blades due to the smaller surface areas to be cooled. 

The choice of hole diameter in an impingement cooling 
design, for a specified coolant mass flow, is a function of the 
design pressure loss and the number of holes per unit surface 
area N [1, 2, 4]. The pressure loss defines the pitch-to-
diameter ratio X/D, and a wide range of these has been in­
vestigated by the authors for a fixed TV of 4306 m ~2 [2]. Other 
authors have also investigated the X/D parameter or the 
related hole area per unit surface area A [7, 10, 23, 28]. 
However, the number of holes per unit surface area N, which 
defines the pitch X, has received little study and the only 
previous work was that of Chance [7]. In the present work 
X/D has been held constant at approximately 10.5 and N 
varied by a factor of 70, giving a hole diameter variation by a 
factor of over 7. This is a much wider range of variables than 
in any previous investigation. 

2 Impingement Array Designs 

The factors influencing the design of impingement cooling 
systems are the mass flow per unit surface area G, the desired 
pressure loss AP/P percent, and the impingement geometry 
defined by the hole diameter D, the hole pitch X, and the im­
pingement gap Z [1, 2, 4, 6]. A specified design G and AP/P 
percent defines the required open area per unit surface area. A, 
as 

A = G (Cd P)-[{2/RT AP/P)-°-5 = (GRT) (UP)- ' (1) 

For this design value of A the hole diameter is specified in 
terms of A and TV by 
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Table 1 Impingement plate configurations LO610 
2. , 

N, 
mm 

X, ' 
mm 

X/D A, 
percent 

t/D Array 

26,910 
17,222 

9688 
4306 
1076 
689 
388 

0.64 
0.76 
0.94 
1.41 
2.84 
3.55 
4.70 

6.10 
7.62 

10.16 
15.24 
30.48 
38.10 
50.80 

9.53 
10.03 
10.81 
10.81 
10.73 
10.73 
10.81 

0.86 
0.78 
0.67 
0.67 
0.68 
0.68 
0.67 

9.92 
8.36 
6.76 
4.50 
2.24 
1.79 
1.35 

25x25 
20x20 
15x15 
10x10 
5X 5 
4x 4 
3x 3 

D = (4A/TCN)0-5 (2) 

The number of holes per unit surface area TV is specified by the 
hole pitch A'as 

N=X-2 (3) 

The hole pitch-to-diameter ratio X/D is given by the value of 
A, as 

X/D= (ir/4A)0-5 (4) 

The impingement hole Reynolds number Re is defined by G, 
A, and TV as 

Re = (4/7D4iV)0-5G//x (5) 

In the present work a design G of 0.5 kg/sm2 at ambient T 
and P was used with a design AP/P of 3 percent. This was a 
low mass flow combustor wall cooling impingement geometry 
with an application to impingement/effusion cooling where 
the effusion design has a low pressure loss [5]. For this design 
condition, TV has been varied over a wide range as detailed in 
Table 1. The impingement plate thickness t was 6.35 mm 
throughout. The variation in t/D was not a significant factor 
as all the values were greater than unity and hence the hole 
flow was reattached to the walls and there was no major 
change in the pressure loss characteristics [30]. 

3 Experimental Apparatus and Procedure 

The experimental apparatus [1] consisted of a filtered and 
metered compressed air supply to an insulated 152-mm-square 
plenum chamber with two flow distribution grid plates. The 
152-mm-square Nimonic 75 impingement test plate was bolted 
to the plenum chamber and then bolted at the four corners 
through 10-mm-dia. PTFE spacing rods of equal length, to the 
impingement target plate. The four corner spacer rods were in­
terchangeable so that the impingement gap Z could be varied. 
This experimental configuration gave an air exit on all four 
sides of the impingement gap, thus minimizing the influence 

KEY 
N — Symb. 

388 
689 
1076 
1306 
9688 
17222 
26910 
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<*-

Reynolds number L0G1I 

Fig. 1 Influence of Re on heat transfer, at ZID ~ 4.5 

of crossflow in the impingement gap. The authors have 
previously shown that the present experimental configuration 
gives good agreement with a single sided impingement gap exit 
configuration provided that Z/D > 2 [6]. Crossflow effects 
only became significant for Z/D < 2 for the present X/D of 
10.5 [6]. 

The 152-mm-square impingement target plate was in­
strumented with 14 Type K grounded junction mineral in­
sulated thermocouples, which were recorded with a 
temperature resolution of 0.1 K. This target plate was heated 
with a silicon rubber electrical mat heater, which was well in­
sulated. The 152-mm-square mat heater gave a uniform elec­
trical heat dissipation and the electrical energy was measured 
using a digital wattmeter. A temperature difference of appox-
imately 30 K between the impingement air and the target plate 
was maintained by setting the electrical power for each flow 
rate. The impingement plates were also instrumented with at 
least five mineral insulated Type K grounded junction ther­
mocouples and the mean temperature was used in the defini­
tion of the coolant supply temperature. The heating of the im­
pingement plate was significant [4, 5], especially at low G, and 
this has not been realized by previous workers. It is caused by 
three-dimensional recirculation within the impingement gap 
and between the impingement jets and measurement of the 
mean convective heat transfer to the impingement plate is in 
progress by the authors. 

The present method of using a solid metal heat transfer 
plate measures a surface-averaged heat transfer coefficient for 

Nomenclature 

A = hole area per unit surface 
area 

As = heat transfer target plate 
area, m2 

Cd = hole discharge coefficient 
D = hole diameter, m 
G = coolant flow per m2 surface 

area, kg/sm2 

h = heat transfer coefficient, 
equation (6) 

Ic = crossflow parameter, equa­
tion (9) 

k = thermal conductivity of the 
coolant, W/mK 

L - distance from the start of 
the crossflow, m 

TV 

Nu 
Nun 

AP = 

Pr 
Q 

R 

number of upstream im­
pingement holes 
number of holes per unit 
surface area, m~2 

Nusselt number, equation (7) 
Nusselt number for zero 
crossflow 
coolant supply static 
pressure, Pa 
pressure loss across the im­
pingement plate, Pa 
Prandtl number 
electrical heat supply, equa­
tion (6) 
gas constant for air = 284 
J/kgK 

Re = 

t = 

T = 

Tm = 

U = 

Uj = 

Uc = 
X = 

z = 
/* = 

Reynolds number, equation 
(5) 
impingement plate thickness, 
m 
mean target surface 
temperature, K 
log mean temperature of the 
coolant and impingement 
plate temperatures, K 
mean impingement jet 
velocity, m/s 
local impingement jet veloc­
ity, m/s 
crossflow mean velocity, m/s 
hole pitch, m 
impingement gap, m 
coolant viscosity, Ns/m2 
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2 

the impingement jet array. This technique has also been used 
by Friedman and Mueller [10] and Hollworth and Berry [17]. 
For each flow rate the system was allowed half an hour to 
come to thermal equilibrium before all the temperatures were 
recorded. The target plate was very close to a uniform 
temperature and hence the deviations from the mean heat 
transfer coefficient were small and generally less than 10 per­
cent. The influence of N on the target plate temperature 
distribution was relatively small. 

The average impingement convective heat transfer coeffi­
cient h was determined from 

h = Q/As (T- Tm) (6) 

where Q is the electrical heat supply (watts) minus an 
allowance of 3 percent for heat losses [7, 17, 21]. The major 
errors in the present work were associated with equation (6), 
particularly the determination of the two temperatures. The 
temperatures were recorded with a 0.1°C resolution, but there 
were small temperature variations across the plates [3-5]. The 
temperature difference in equation (6) is between two average 
temperatures and with a temperature difference as low as 
10-20°C at high flow rates, the error in this could be signifi­
cant. The maximum error at high flow rates was a 1 °C surface 
variation with a 10°C difference giving a 10 percent maximum 
error in h; generally the error was less than this. All other er­
rors were below 1 percent except for the coolant mass flow, 
which was 5 percent using calibrated variable area flow 
meters. 

Impingement heat transfer results are usually correlated by 
a dimensionless equation of the form of 

Nu = hD/k=C{X/D)a (Z/D)» Re' Pr033 (7) 

In the present work X/D was constant and the influence of N 
on the constant C and the exponent y was investigated. 

4 Influence of the Number of Holes per Unit Surface 
Area N 

4.1 Constant Z/D = 4.5. The authors have previously 
investigated the influence of A or X/D at a constant Z/D of 
4.5 [2]. This Z/D was shown [1] to be in the central region of 
the range of Z/D which gave little influence on the impinge­
ment heat transfer at the present X/D of 10.5. Thus a Z/D of 
4.5 was a useful value to use for the present investigations. 
The results are shown in the form of equation (7) in Fig. 1 for 
a range of N from 388 to 26,910 m~2 and for a range of G 
from 0.1 to 1.8 kg/sm2. Although the influence of N was 
small at a constant Re, there were significant differences. At 
an Re of 10,000 there was a factor of 2 between the lowest 
results for N = 26,910 m" 2 and the highest for N = 1076. 
Figure 1 also shows that the present results are in very good 
agreement with those of Chance [7] for 96 < N < 856 at a 
Z/D of 4 and X/D of 11, which are the only previous results 
for the influence of N and are for geometries very close to the 
present work. Chance reported no difference in the results for 
the three values he investigated. The present wider range of N 
shows that this conclusion of Chance may not be generally 
valid and may only apply for a limited range of N. 

The influence of N on the impingement convective heat 
transfer coefficient h is shown at a constant Re of 6500 in Fig. 
2. There was a strong increase in h with N up to N = 17,222. 
Figure 2 also demonstrates good agreement with the results of 
Chance [7]. The increase in h was mainly controlled by the in­
crease in coolant mass flow, G, with N that was necessary to 
maintain a constant Re, as shown by equation (5). For this 
reason it was considered preferable to investigate the influence 
of Nat a constant coolant mass flow G, as shown in Fig. 3 for 
G = 1.2 kg/sm2. This value of G gave the maximum influence 
of N, as shown in Fig. 4. 

The variation of h with G for a range of AHs shown in Fig. 4 
for a constant Z/D of 4.5. For a fixed G the influence of N 
was slightly less than that at constant Re in Fig. 1. There was 
clearly a sharp fall in heat transfer for N below approximately 
1000 m" 2 ; at an N of 300 it was only 64 percent of that at 
1000. For higher N there was a reduction in h, especially at 
very high values of N. Within the range 1000 < N < 20,000 
Fig. 3 shows that h varied only + / - 10 percent from the mean 
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value of 500 W/m2K and this was not a significant variation. 
Hence, h may be concluded to be relatively insensitive to TV 
within this range. The data of Chance [7] are also shown in 
Fig. 3 and cover the range of TV where a sharp reduction in 
heat transfer was found in the present work. However, 
Chance found a smaller influence of TV in this range, although 
there was a significant reduction. 

The Reynolds number exponent y in equation (7) depends 
on TV, as can be seen from the slightly different gradients in 
Fig. 1. The variation of y with TV is shown in Fig. 5 to be small 
but significant and indicates that equation (7) with a fixed 
value of/ may not be an adequate correlation of impingement 
heat transfer data. The authors have previously [1,2] reviewed 
the data of other workers for the Re exponent.)* and this shows 
a large variation from 0.5 to 0.95. Figure 5 shows that the data 
for y of different investigators show a large scatter and no cor­
relation with TV. However, the data of the other workers in 
Fig. 5 refer to different X/D and Z/D at each value of TV; only 
the present work and that of Chance have kept other variables 
constant as TV was varied. Figure 5 does illustrate that many 
workers have used very low values of TV in their investigations 
and the present work shows that the applicability of those data 
to the large TV region may produce significant errors in the heat 
transfer predictions. This is the situation with some of the tur­
bine blade impingement cooling investigations. The authors 
have also previously shown that y is a function of Z/D at con­
stant X/D [1], a function of X/D at constant Z/D [2], and a 
function of X/D at constant Z [4]. However, in all these situa­
tions a good correlation (+ / - 10 percent) of the data could be 
obtained using equation (7) with a fixed mean value for y of 
0.72 and Fig. 5 shows that this is a reasonable value for a wide 
range of TV. 

Equation (7) for the present constant X/D and A may be 
shown to predict that h depends on TV to the power 0.14 for the 
0.72 value of y and a constant G and Z/D. This predicts an in­
crease in h by 81 percent from the lowest to the highest TV of 
the present work. The gradient of this line is marked on Fig. 3 
and shows a relatively poor agreement with the experimental 
results at constant Z/D. However, there is a better agreement 
with the results of Chance. The present results indicate that 
equation (7) does not take into account all the effects of TV. 

4.2 3-mm Impingement Gap Z. Previous work by the 
authors showed that the influence of Z/D was not large for the 
present X/D of 10.5 [1]. In the present work D increased as TV 
decreased and hence for a constant Z/D there was a relatively 
large impingement gap at low TV. In gas turbine applications 
there are practical limits on the maximum impingement gap 
and for turbine blades 3 mm is a typical value for Z. Thus, 
where the impingement hole diameter is an experimental 

Z=3 mm 
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Fig. 6 Effect of coolant flow on h at Z = 3 mm 

variable, there are practical advantages in keeping Z constant. 
The authors have previously investigated for a constant Z the 
influence of impingement hole porosity, A, or X/D at con­
stant TV [4], It was shown that for 2 < Z < 12 mm there was 
little influence of Z on the impingement heat transfer and on 
the influence of A or X/D. 

The variation of h with coolant mass flow G at a constant Z 
of 3 mm is shown in Fig. 6 for a range of TV from 388 to 26,910 
m~2. Comparison of this with Fig. 4 for a constant Z/D 
shows a slightly greater influence of TV. This is shown more 
clearly in Fig. 3 where, for a constant G, h increased with TV up 
to a maximum at approximately TV = 20,000 m - 2 . This in­
dicates that for a turbine blade cooling application a large 
value of TV should he used. This is equivalent to the use of a 
small pitch and the above maximum value of TV corresponds 
approximately to a 7-mm pitch, which is similar to many tur­
bine blade cooling designs. However, the increase in h with TV 
is greatest in the region of TV < 1000, as was the case for the 
constant Z/D situation. The lower values of h at low TV are 
likely to be due to the fall in h at low Z/D that has been 
observed by several workers [1]. At Z = 3 mm and an X/D of 
10, Z/D is less than unity for TV < 1000 and is only 3 for TV = 
10,000. Thus the trends of h with TV at Z = 3 mm are likely to 
be due to Z/D effects. However, the sharp fall in h below TV = 
1000 is greater than Z/D effects would predict [1]. 

Equation (7) for a constant Z, X/D, and G may be shown, 
using a 0.14 value for the Z/D exponent ft [1], to predict a 0.07 
exponent for the dependence of h on TV. Figure 3 shows that 
this is in poor agreement with the experimental results, which 
show a much stronger increase in h with TV up to TV = 10,000. 
However, equation (7) does predict a very small influence of TV 
at constant Z, which is the situation found for 1000 < TV < 
10,000 for Z = 3 mm. This suggests that equation (7) may be 
valid for a defined range of TV, with other factors being of im­
portance at low and high TV. 

The sharp fall in heat transfer at low TV is considered to be 
due to a breakdown in the surface coverage of the impinge­
ment heat transfer. Impingement jets have an annular ring of 
high turbulence around the jet which promotes the high heat 
transfer. In impingement jet arrays these turbulence regions 
interact to give a good surface coverage. However, if the hole 
pitch is made sufficiently large, then at some stage this interac­
tion will cease giving rise to lower convective heat transfer 
rates at the mid regions between the holes and hence a lower­
ing of the mean surface averaged heat transfer. The present 
sharp deterioration in heat transfer at an TV of approximately 
1000 corresponds to a pitch of 30 mm. Clearly this is unlikely 
to occur in any turbine blade impingement jet array design, as 
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Fig. 8 Effect of Z/D of h for N = 1076 

it is too close to the blade dimensions. However, it is quite 
feasible for full coverage combustor wall cooling applications. 
Thus the fall in heat transfer at low A' is only likely to be a 
problem in combustor applications. Conversely, the fall in 
heat transfer at very high values of N, shown in Fig. 3, is of 
importance mainly for turbine blade designs and the reasons 
for this will be discussed below in terms of the crossflow 
effects. 

4.3 10-mm Impingement Gap Z. The variation of h with G 
for a range of A'and a constant impingement gap of 10 mm is 
shown in Fig. 7. This shows a reduced influence of AA com­
pared with the situation with a 3-mm gap. The variation of h 
with A^at constant G of 1.2 kg/sm2 is shown in Fig. 3 and is 
significantly different than for the 3-mm gap, with a peak h at 
low N. The reason for this is again associated with the varia­
tion oi-Z/D with N. At aniVof 1000, Z/D is over 3 and is 15 
for the highest value of N tested. Previous work on the Z/D 
effect has shown that heat transfer falls significantly once Z/D 
is greater than approximately 5 [1]. 

4.4 Influence of Z/D at Constant A'. The influence of 
Z/D has been studied previously by the authors [1] for the 
present X/D and an N of 4306 m~2 . Figure 8 shows the in­
fluence of Z/D for N = 1076 which demonstrates similar 
results to those found previously for N = 4306. The heat 
transfer was approximately constant for Z/D up to 7 and then 
fell significantly for higher Z/D. This reduction may be 
associated with the end of the impingement jet potential core, 
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high heat transfer being associated with the maximum jet 
velocities of the potential core striking the target plate. The in­
fluence of Z/D on h for a constant G of 1.2 kg/sm2 and con­
stant Re of 6500 is shown in Fig. 9 for a wide range of N. For 
all except N = 1076, the influence of Z/D was relatively weak 
with a slow deterioration in heat transfer as Z/D was in­
creased. However, for N = 1076 there was significantly higher 
heat transfer in the Z/D range 4-8, as also shown in Fig. 8. 
This was responsible for the peak in the heat transfer at this 
value of A^and a Z/D of 4.5 in Fig. 3. The reason for this dif­
ferent behavior at this value of A'is not known and is being in­
vestigated for other values of N in the 600-4000 range. 

4.5 Influence of Z/D at Constant Z. The variation of Â  
at constant Z causes a consequent variation in Z/D. Thus, the 
results in Fig. 3 may be presented as a function of Z/D as 
shown in Fig. 10. This shows that the maximum heat transfer 
occurs at a Z/D of approximately 4 for both values of Z. This 
gives the optimum number of holes as 17,222 for the 3-mm 
gap and 1076 for the 10-mm gap, as shown in Fig. 3. Thus the 
use of a Z/D of 4, as an optimum design parameter, gives a 
convenient method for choosing the optimum value of AA once 
a convenient value for Z has been selected. 

5 Effect of N on the Crossflow Influence 

Impingement cooling involves the flow of impingement air 
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along the impingement gap to the downstream exit position. 
This is maximized in a situation with a single-sided exit as in a 
turbine blade, but is still significant in the present four-sided 
exit configuration. The influence of the crossflow on the im­
pingement jet is strongly dependent on the impingement 
geometry. For a fixed length L of combustor wall or turbine 
blade surface the number of upstream impingement jets n in­
creases with N. The influence of the crossflow is thus a func­
tion of N. 

The authors [6] have previously investigated the design fac­
tors that influence the magnitude of the crossflow effect. They 
showed that crossflow had two separate influences: firstly, the 
influence of flow generated pressure gradients in the impinge­
ment gap that could lead to a flow maldistribution between the 
jets and secondly, an influence of crossflow on the impinge­
ment heat transfer. It was shown [6] that flow maldistribution 
would only be a problem if the ratio of the impingement jet to 
crossflow velocities Uj/Uc was less than two. The maximum 
value of this velocity ratio, in the plane of the last row of im­
pingement jets, is defined by the impingement geometry as 
given by 

Uj/Uc = Z/nAX=Z/LA (8) 

where L is the length of wall to be cooled ( = nX). For the 
present geometry and a single-sided exit this gives a value of Z 
below 2 mm before flow maldistribution would be a problem 
[6]. With a four-sided exit the value of Z is less than 1 mm. 
Thus, in the present work flow maldistribution did not occur. 

Several workers have shown that crossflow may decrease 
the impingement heat transfer [7, 9, 11, 13, 15, 19-21, 24-29]. 
Chance [7] and Kercher and Tabakoff [19] have shown that 
the influence of crossflow may be correlated by the parameter 
Ic defined [6] by 

Ic = irnD/AX-itLDN°-5/4X= (ir/4A)°-5L TV05 (9) 

It should be noted that Ic does not depend on Z/D, but only 
on the impingement plate geometry. Chance showed a linear 
correlation between the decrease in heat transfer and Ic, given 
by 

Nu/Nu0 = l -0.236 Ic (10) 

where Nu0 is the heat transfer in the absence of any crossflow. 
For the present X/D of approximately 10.5 and maximum im­
pingement gap length L of 152 mm it may be shown that the 
crossflow effect is a direct function of the square root of N, as 

NU/NUQ = 1 -0.00269 TV05 (11) 

Equation (11) gives the maximum possible influence of 
crossflow as a function of N. With the present four-sided exit 
to the impingement gap it is likely that a length of half the test 
plate would be more appropriate and the constant in equation 
(11) would be reduced to a half of the above value. Both the 
maximum and half maximum crossflow effect as a function of 
N are compared with the experimental results in Fig. 3. A 
value of Nu0 has been chosen to make the predictions pass 
through the point h = 550 at N= 1000. The results show a 
fair agreement with the experimental data at constant Z/D, 
although the present high value of Nu at N = 17,222 is off the 
predicted trend, even at half the maximum crossflow effect. 
The present surface-averaged heat transfer measurements will 
underestimate the crossflow influence. However, it may be 
concluded that the main reason for the fall in heat transfer at 
high values of/Vis the influence of crossflow. Figure 10 shows 
the predicted maximum crossflow influence as a function of 
Z/D, at the two values of Z used, with the variation in Z/D 
caused by the variation in N. Again the predictions have a fair 
agreement with the experimental results. Future work will in­
vestigate the crossflow influence using a single-sided exit 
geometry and any change in the present optimum values of N 
will be determined. 

6 Conclusions 

The number of impingement holes N influences the surface 
average impingement heat transfer coefficient, but there is a 
range of N from 1000 to 20,000 where this influence is small. 

At low values of N it is considered that the reduction in heat 
transfer is due to inadequate surface coverage of the high tur­
bulence region around each impingement jet. 

At high values of N the reduction in heat transfer has been 
shown to be caused by the influence of crossflow in the im­
pingement gap. 

For combustor wall cooling with a typical Z of 10 mm, it 
was shown that the optimum number of holes was approx­
imately A7 = 1000/m2. 

For turbine blade applications with a typical value of Z of 3 
mm it was found that the optimum value of N was approx­
imately 20,000/m2. 

The influence of Z/D on heat transfer was small but signifi­
cant and of the same magnitude over a wide range of N. 
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Heat Transfer to Arrays of 
Impinging Jets in a Crossflow 
Convective heat transfer measurements are reported for staggered arrays of round 
turbulent air jets impinging upon a heated flat surface. Spent air was constrained by 
skirts to exit at one end of the test section, thus establishing a crossflow. Geometric 
variables included the jet hole diameter d, the streamwise spacing X and spanwise 
spacing Y between jet holes, and the standoff distance Z between the orifice plate 
and the target plate. Three patterns of holes, all having A = 3.5 mm, were tested. 
Their (X,Y) were (4d, 4d), (4d, 8d), and (8d, 4d). Values of the standoff were 
Z = d, 2d, and 3d; and tests were run for 4, 6, and 8 rows of holes. The airflow was 
varied to achieve a range of mean jet Reynolds number from 2500 to 25,000. 
Microfoil heat flux sensors were used to determine streamwise variations in 
(spanwise-averaged) heat transfer. Excellent resolution was obtained by employing 
a sensor whose streamwise dimension is considerably less than one hole diameter d. 
Heat transfer profiles were periodic, with a peak corresponding to each spanwise 
row of holes. Such peaks were displaced in the steamwise direction by the crossflow, 
and those nearest the exhaust end of the channel exhibited the largest deflections. 
Array-averaged heat transfer coefficients were obtained by numerically averaging 
the local measurements; values agree well with the results of other experiments on 
similar impingement-with-crossflow systems. 

Introduction 
Impinging fluid jets have a number of applications in situa­

tions where very high rates of convective heat or mass transfer 
are required. Some of these include the tempering of glass, the 
heat treating of some metals, the spot-cooling of electronic 
components, and the drying of paper stock and photographic 
film. 

Impinging jet systems have become an accepted technique 
for cooling components in the hot sections of gas turbine 
engines; in fact, the gas turbine industry has been responsible 
for a considerable portion of the experimentation needed to 
generate heat transfer data for such systems. An important ap­
plication, within this context, is the cooling of gas turbine air­
foils (blades and vanes) using relatively low-temperature com­
pressor discharge air as the coolant. The airfoil is made 
hollow, and an internal manifold directs cooling air jets at the 
midchord portion of the blade skin to achieve the necessary 
reduction in skin temperature. Ordinarily, the spent coolant is 
removed through slots at the trailng edge of the airfoil, so that 
the flow field within the airfoil consists of a crossflow of spent 
air, flowing toward the trailing edge, superimposed upon and 
interacting with the various individual cooling jets. 

It has long been recognized that the presence of this 
crossflow may have a considerable effect on the convective 
heat transfer characteristics of the impinging jets through its 
interference with them. As a result, a number of experimental 
studies have been conducted to measure convective heat 
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transfer for such systems, with special attention paid to deter­
mining the effects of the crossflow. Bouchez and Goldstein 
(1975), Sparrow, et al. (1975), and Hollworth and Bowley 
(1975) measured convective heat transfer rates for a single im­
pinging jet in a crossflow, while Metzger and Korstad (1971) 
made measurements for a single spanwise row of jets. Several 
investigators have measured heat transfer for arrays of jets 
(consisting of multiple spanwise rows) discharging into a rec­
tangular passage, with spent air withdrawn at one end; these 
include Kercher and Tabakoff (1970), Chance (1974), Saad et 
al. (1980), Behbahani and Goldstein (1983), and Metzger et al. 
(1978, 1980, 1981, 1985). Finally Gauntner and co-workers 
(1973, 1974) measured convection rates in actual turbine air­
foils cooled by arrays of jets. 

For some engineering calculations, such as the determina­
tion of the total coolant flow for a given application, it is suf­
ficient to know only the average heat transfer coefficient. The 
studies of arrays of jets with crossflow cited above all contain 
such information. However, the distribution of (spanwise-
averaged) heat transfer for impinging jet systems tends to be 
highly nonuniform. The calorimeters used to measure "local" 
heat flux in these studies (with the exception of those used by 
Saad et al. (1980) and Florschuetz et al. (1980)) have tended to 
be fairly large, having a chordwise dimension generally on the 
order of chordwise spacing X between jets. 

It is the purpose of the present paper to report detailed 
measurements of (spanwise-averaged) heat transfer for arrays 
of impinging jets. High resolution was obtained by using 
microfoil heat flux sensors whose chordwise length is approx­
imately 0.3rf, where d is the jet hole diameter. Sensors were at-
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1 

Arrays tested 
Jet Reynolds number 
Standoff between jet 
plate and target plate 
Number of spanwise 
rows of jets 

"able 1 Test program 

(X, Y) (4, 4), (4, 8), (8, 4) 
Re 3000, 5000, 10,000, 25,000 
Z 1,2,3 

N 4, 6, 8 

tached to a movable heated target plate which was traversed 
slowly past the arrays of jets to obtain continuous heat 
transfer profiles which clearly show the effect of spent air flow 
on local impingment heat transfer over the entire chordwise 
length of each jet array. 

Heat transfer measurements were made for ranges of 
coolant flow and geometry which are fairly typical of gas tur­
bine cooling applications. The nondimensional test 
parameters which were varied in this study include the jet 
Reynolds number Re, the chordwise spacing between jet holes 
X=X/d, the spanwise spacing between jet holes Y= Y/d the 
standoff between the jet orifice plate and the target plate 
Z=Z/d, and the number of spanwise rows of jets N. Figure 1 
shows the impingement configuration that was tested, and 
Table 1 summarizes the test parameters and their ranges of 
variation. All possible combinations listed in the table were 
run, so that the total program consisted of 108 tests. For all 
the arrays tested, the jets were formed by square-edged cir­
cular orifices (with rf=3.5 mm) drilled in a flat plate 
(thickness = 3.5 mm). They were flow-calibrated and found to 
have an average discharge coefficent of 0.79 over the range of 
Re used in the heat transfer tests. All three arrays of jets were 
staggered by displacing alternating spanwise rows by X/2 in 
the spanwise direction. It was felt that this arrangement would 
produce more uniform heat transfer than inline arrays, and 
would be less likely to allow formation of chordwise hot 
streaks on the surface being cooled. The test fluid was air near 
STP, which has a Prandtl number of 0.72. 

Experimental Apparatus and Procedures 

The test apparatus is shown in Fig. 2. It consists of a jet 
plenum, a moving impingement plate, a stationary array of ra­
diant heaters to heat the impingement plate, an air supply 
system, and instruments to measure and record the ap­
propriate pressures, temperatures, airflow, and heat fluxes. 

The air supply circuit consists of high-accuracy (± 1 per­
cent) rotameters to measure flow to the impingement rig, with 
hand-operated valves to set and control the flow rate. A 
pressure regulator and filter are installed upstream of the flow 
meters. Pressure and temperature are measured immediately 
downstream from the rotameters to correct indicated flow 

side skirt 

target 
surface 

' 'crossflow 

Fig. 1 Test geometry and nomenclature 

supply 

chart 
recorder 

« n L f ' U X radiant s.ens°' heaters 
leads 

Fig. 2 Test apparatus 

variac | 
240 VAC 

rates for off-calibration conditions. Laboratory quality air is 
supplied from a reciprocating compressor and arrives at the 
test rig at room temperature. 

The air plenum is a solid block of aluminum, with outside 
dimensions 38 mm x 203 mm X 762 mm, hollowed out to in­
side dimensions of 152 mm x 559 mm. The "lid" of the 
plenum is an aluminum plate with a manifold to decelerate 
and evenly distribute the incoming air. A baffle is located im­
mediately beneath the inlet ports to avoid a ram effect at the 
jet orifices. The bottom face of the plenum consists of (inter­
changeable) plates containing the arrays of jets to be tested; 
these plates are 3.5-mm-thick steel, bolted to the plenum using 
countersunk machine screws. 

d 
G 

h 

H 

k 

m 
n 

N 

= jet orifice diameter, mm 
= coolant flow rate per unit area 

of target surface, kg/s-m2 

= spanwise-averaged convective 
heat transfer coefficient, 
W/m2-°C 

= dimensionless quantity defined 
by equation (6) 

= thermal conductivity of test 
fluid, W/m-°C 

= total coolant flow rate, kg/s 
= total number of jet orifices in 

array 
= number of spanwise rows of 

orifices 

Nu 

Nu 
Pr 

Q 

Qr 

Re 

s 

To 

= Nusselt number based on 
spanwise-averaged heat 
transfer coefficent = hd/k 

= area-averaged Nusselt number 
= Prandtl number 
= local spanwise-averaged heat 

flux, W/m2 

= heat flux due to radiation, 
W/m2 

= average jet Reynolds number 
for array, equation (4) 

= distance measured in stream-
wise direction, mm 

= jet plenum temperature, °C 

T 
p 

T 

X 

X 
Y 

Y 
Z 

z 
V 

= copper target plate 
temperature, °C 

= target plate surface 
temperature, °C 

= streamwise spacing of orifices, 
mm 

= X/d 
= spanwise spacing of orifices, 

mm 
= Y/d 
= normal distance between jet 

orifice plate and target plate, 
mm 

= Z/d 
= test fluid dynamic viscosity, 

Pa»s 
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Fig. 3 Instrumented target plate (all dimensions in mm) 

The array of jets impinges upon a movable target plate 
which is heated from beneath by a stationary array of six 
quartz lamps with a total power rating of approximately 3.6 
kW. The plate surface facing the lamps is painted flat black so 
as to absorb most of the incident radiant heat. The target plate 
is 6.4-mm-thick copper, 202 mm (in the spanwise direction) x 
1524 mm (in the chordwise direction). Spanwise-averaged heat 
transfer is measured using commercially available microfoil 
heat flux devices. Three of them are glued with epoxy to the 
target plate at the locations shown in Fig. 3. Each such device 
contains a linear array of 28 separate heat flux sensors (ap­
proximately 1 mm by 1 mm) spaced 1.5 mm apart. A typical 
sensor consists of two thermopiles deposited on opposite faces 
of a Kapton thermal barrier, with this assembly sandwiched 
between two more thin sheets of Kapton. Overall thickness is 
about 0.1 mm. The thermopiles within a given sensor are 
wired so that their emf's opposite each other, and the net out­
put is a millivolt-level signal proportional to local heat flux. 
Finally, the 28 sensors are wired in series so that the signal (at 
the device level) is proportional to spanwise-averaged heat 
flux. The manufacturer furnishes a calibration (for each 
device, not for each sensor) accurate to ±5 percent. 
Hollworth and co-workers (1978, 1985) have previously used 
microfoil sensors (individually) to measure the highly 
nonuniform heat transfer due to a single isolated impinging 
jet. Our data showed good agreement with those obtained by 
other investigators using various other types of heat transfer 
gages. Two of the sensors, placed end to end and wired in 
series (so their output voltage signals add), are used when 
traversing the "wide" (Y=8) jet arrays; the remaining sensor 
is used when traversing the two "narrower" (K=4) arrays. 
The rest of the impingement surface is masked with Kapton 
sheet having the same thickness (and thermal inpedance) as the 
sensors themselves; this assures a fairly isothermal surface 
during testing. 

The target plate is mounted on four pillow blocks, and this 
assembly is moved at constant speed along rails past the jet ar­
ray, in the direction of the crossflow. The heat flux sensors are 
connected to a strip-chart recorder, so that a continuous trace 
corresponding to spanwise-averaged heat flux is generated as 
the instrumented target plate is traversed past the array of 
cooling jets. The recorder was periodically checked against a 
precision digital voltmeter to assure accuracy of the traces. 
Tests were conducted to determine what effect the traverse 
speed would have on the heat transfer measurements. It was 
determined by Cole (1978) that it is permissible to traverse at a 
speed of approximately 0.70 mm/s without these 
measurements deviating significantly from those obtained 
from a steady-state test. 

Ten Type J (iron-constantan) thermocouples were imbed­
ded in the target plate near the heat flux sensors, as shown in 
Fig. 3. These were used to determine the temperature Ts of the 
convecting surface, with suitable correction (see Date Reduc­
tion section) for the temperature drop across the heat flux sen­
sors. In addition, two thermocouples in the jet plenum were 
used to measure the total temperature T0 of the coolant, and 
one attached to the orifice plate was used to correct the 
measured heat flux for radiation effects. During the tests, the 
output signals of the thermocouples were continuously 
monitored with a multichannel recorder. 

In operation, the spent air is confined by three balsa wood 
skirts (see Fig. 1) to exit at the open end of the channel formed 
between the orifice plate and the target plate. These skirts 
serve also as spacers to set the standoff distance Z; a set of 
spacers was made for each value of Z for which heat transfer 
measurements were made. The skirt at the closed end of the 
channel was located a distance X/2 upstream from the first 
row of holes. The distance between the two side skirts was 
always set such that the flow field was the same as that which 
would occur if the array were infinite in the spanwise direc­
tion. The array of jets was positioned over the copper plate 
(see Fig. 3) in such a way that the heat flux sensor(s) measured 
a spanwise-averaged heat flux for three jets near the centerline 
of each array. 

To set up a typical test run (i.e., a traverse), the jet array to 
be tested was bolted to the plenum and the assembly installed 
above the target plate with the centerline of the jet array 
directly above the centerline of the heat flux sensors on the 
target plate. Three skirts of the appropriate height Z were put 
in place between the orifice plate and the impingement plate. 
A pointer attached to the stationary plenum was set such that 
the traverse start point (s = 0) aligned with zero on a scale 
(graduated in jet diameters) fastened on the target plate. The 
air flow rate was adjusted (using the manually operated valves 
shown in Fig. 2) to obtain the desired Re. The quartz heaters 
were turned on and the powerstat adjusted until the desired 
target plate temperature was obtained. Sufficient time was 
allowed to pass to permit the air flow and impingement plate 
temperatures to come to steady-state. 

The target plate was then traversed manually beneath the jet 
array to make sure that the heat flux sensor output signals did 
not exceed the range set for the strip chart recorder, and to 
make sure that the remainder of the instrumentation was func­
tioning satisfactorily. A zero pen position was established by 
shorting the two heat flux sensor leads, thereby simulating 
zero heat transfer. Finally, the target plate was backed up 
several jet diameters past s = 0, and the plate connected to the 
drive motor, which was turned on to begin the actual heat 
transfer traverse. As the pointer approached s = 0, the 
recorders were started and event marks were put on the heat 
flux and temperature traces simultaneously as the pointer 
passed through 5 = 0. During the traverse, the following data 
were read and recorded: 

8 indicated air flow 
8 air temperature and pressure at rotameters 
9 plenum temperature and pressure 
9 orifice plate temperature 
• chart speed and recorder sensitivity 
9 ambient pressure and temperature. 

Also during the traverse, visual checks were performed 
periodically to make sure that neither the air flow or plate 
temperature Tp varied significantly. Several event marks were 
put on the charts at various s/d (read from the scale attached 
to the target plate) to insure that if either the traverse speed or 
chart speed changed during the traverse, it would be apparent 
upon later inspection of the traces. 

When the pointer came to that value of 5 corresponding to 
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E=cros3f lowlC> 2 = 1 , N = 6 

Re= 4900 

Nu = Nu cte (3) 

Fig. 4 Typical heat flux trace 

the end of a traverse (a distance X downstream from the last 
spanwise row of holes), event marks were put on both traces, 
clearly indicating the termination point for the traverse. Since 
both traverse speed and chart speed were constant, it became a 
simple matter to relate horizontal distances on the traces to the 
corresponding positions of the heat flux sensors relative to the 
jet arrays during the traverse. 

Data Reduction 

Raw data from these tests were available as continuous plots 
of heat flux sensor output (in mV) and temperature. The 
traces generated by the heat flux sensor were converted to 
plots of local (spanwise-averaged) heat flux q using calibra­
tions furnished by its manufacturer. Figure 4 shows a typical 
plot of q versus stream wise position produced in this fashion. 
The o symbols on the horizontal axis indicate locations of 
spanwise rows of coolant holes. 

To calculate local heat transfer coefficients, discrete values 
of heat flux sensor signal were read from the original millivolt 
versus position traces at intervals corresponding to one jet 
hole diameter. These values were subsequently read into our 
mainframe computer, which reduced the data and produced 
corresponding heat transfer profiles in terms of appropriate 
dimensionless variables. The local impingement surface 
temperature Ts was deduced from the measured plate 
temperature Tp, the heat flux, and the thickness and thermal 
conductivity of the sensor (both supplied by the manufacturer) 
assuming one-dimensional conduction through the sensor. 
Details are given by Cole (1978). The local spanwise-averaged 
film coefficient was then computed using 

h = q-Qr 
(1) 

where q is a small correction for radiation and h is based here 
on the difference between the impingement surface 
temperature and the jet plenum (stagnation) temperature. The 
uncertainty in our reported measurements of heat transfer is 
determined by the errors inherent in the devices and methods 
used to obtain the heat fluxes and temperatures which appear 
in equation (1). Using the method suggested by Holman 
(1978), we estimated the uncertainty in our values of local h to 
be ±9 percent. Local heat transfer coefficients were incor­
porated into a local Nusselt number given by 

Nu = 
hd 

(2) 

The integral was computed numerically (using the trapezoidal 
rule) as part of the data reduction computer routine. The 
average was calculated from the upstream skirt (5 = 0) to a 
point X downstream from the last spanwise row of holes. 

Strictly speaking, the local recovery temperature Tr should 
be used instead of T0 in equation (1). Behbahani and Gold­
stein (1983) show distributions of Tr for a staggered array with 
Z = 2 and Z = 4 at Re = 15,000; Tr and T0 differ by no more 
than 0.25°C. Owing to our higher maximum Re (25,000 as 
compared to their 15,000) and smaller d (3.5 mm as compared 
to their 5.0 mm) our highest jet velocities are about 2.4 times 
theirs. The difference between Tr and T0 for our test condi­
tions should, then, exceed the values which they indicate. In 
fact, based on some of our earlier work (Hollworth and Berry, 
1978) for an array of jets in a modest crossflow, we estimate 
that local Tr may differ from T0 by as much as 1.0 °C for this 
experiment. This represents only about 2 percent of our 
nominal AT, so that the impact upon our reported heat 
transfer coefficients is minimal. On the other hand, the advan­
tage associated wih basing h upon (TS — TQ) is apparent. The 
total temperature is easily measured in the jet plenum, and a 
single value applies for the entire array. 

Finally, the total coolant flow m was used to define an 
average jet Reynolds nunber Re using 

m/n d 
(4) Re = 

(TT/tyd2 
P 

and a space-averaged Nusselt number for each array was 
calculated from 

where n is the total number of jet orifices in the array. All air 
properties (k, /*, Pr) are evaluated at a "film" temperature 
halfway between T0 and Ts using properties tabulated by 
Kreith (1973). 

Results 

Traces of local heat flux were used to generate plots of local 
heat transfer coefficients using the formulae given in the Data 
Reduction section. Figures 5-7 show typical profiles, and pro­
files for the rest of the test cases are given by Cole (1978). The 
local heat transfer coefficient and the chordwise position are 
expressed in nondimensional form as Nu/Pr1 /3 and s/d, 
respectively. The symbols on the curves do not represent 
discrete data points, but rather indicate where the analog raw 
data were digitized for computer analysis. It should be noted, 
also, that the Prandtl number Pr was not varied in these tests; 
the conventional assumption Nu ~ Pr , / 3 was used. For all 
tests, the plenum temperature T0 was nominally equal to room 
temperature. For the majority of tests, the plate temperature 
Tp was kept at about 95°C. A few tests were run, however, 
with Tp = 60°C, and the resulting distributions of h were 
found to be identical (to within our estimated experimental 
uncertainty) to those obtained with Tp = 95°C. 

As will be discussed in some detail later, the shapes of the 
heat transfer profiles vary considerably with both geometry 
and cooling flow. However, there are general conclusions 
which apply to all of them. The first, and most obvious, is that 
the streamwise distribution of heat transfer is very 
nonuniform. The profiles consist of a series of heat transfer 
peaks and valleys, with one peak corresponding to each row of 
holes. For jet orifice rows near s = 0 (i.e., the first few rows), 
the peaks are symmetric and occur at positions nearly opposite 
the corresponding row of jet orifices. However, peaks near the 
test section exhaust are skewed (nonsymmetric) and may be 
displaced several jet diameters downstream from the cor­
responding row of holes, due to the crossflow. Other in­
vestigators such as Behbahani and Goldstein (1983) and 
Florschuetz et al. (1980) have observed similar behavior. The 
crossflow is, of course, cumulative and increases monotonical-
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ly with 5. Thus, the resultant distortion and displacement of 
heat transfer peaks likewise increase with s. 

Figures 5(a) and 5(b) show heat transfer distributions for 
the array X= Y= 4. For fixed Z and Nthese profiles tended to 
have the same general shapes, with h values increasing, of 
course, with array Reynolds number. This held true for all Z 
and N for which data were taken. The magnitude of the heat 
transfer coefficient (peak or average) is nearly constant for the 
first four-five rows, and any significant "degradation" of 
heat transfer due to the crossflow (in cases where it does oc­
cur) appears farther downstream. Such a dropoff in heat 
transfer near the exhaust end of the enclosure was most pro­
nounced at large Z; this effect is shown clearly by Fig. 5(a) for 
Z = 3. Similar behavior has been noted by other investigators. 
For example, Florschuetz et al. (1980) show periodic varia­
tions in spanwise-averaged heat transfer for a staggered array 
with X=5, Y=4, N= 10 at Re= 15,000. Such degradation in 
heat transfer is evident in their data (Fig. 3) for Z = 3 . For 
smaller plate-to-plate spacing this effect becomes less pro­
nounced. For example, our data for Z = 2 (Fig. 5(b)) show a 
decrease in (peak) heat transfer of only about 12 percent be­
tween the first and last rows of an array with N= 6. 

It is difficult to find data generated by other investigators at Fig. 7 

10 20 

s /d 

Heat transfer profiles for (X, Y) = 

30 
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test conditions which exactly match our own, so that a direct 
comparison of results can be made. Behbahani and Goldstein 
(1983) measured spanwise-averaged heat transfer for a stag­
gered array nearly identical to our array of Fig. 5; theirs has 
N = 5 , X=3 .5 , and Y=4. Heat transfer maxima and minima 
were extracted from their profiles for Re = 5000 and 10,000 at 
Z = 2, and are shown on Fig. 5(b) along with our results. 
Peaks do not line up due, of course, to the difference i n - b e ­
tween the two arrays. The agreement in the mean level of heat 
transfer is quite satisfactory, although their data show 
somewhat less dramatic peaks and valleys than do our own. 
The streamwise length of their heat transfer gage was L = 5d 
while ours had L<d. Thus, the "local" h values given in their 
paper undoubtedly reflect more truncation due to streamwise 
smearing than do those that we report. 

Figures 6(a) and 6(b) show heat transfer profiles for the ar­
ray (X, Y)=(8, 4). The relatively large streamwise spacing 
between holes is responsible for there being relatively little 
overlap of the impingement zones and relatively low heat 
transfer coefficients in those areas halfway between adjacent 
spanwise rows. Figure 6(a) was chosen for inclusion in this 
paper because it was one of several test cases where the in­
duced crossflow does not produce relative degradation of heat 
transfer near the exit end of the channel, but, in fact, actually 
enhances heat transfer. This occurred for all tests of the (8, 4) 
array and (to a lesser degree) in tests of the (4, 4) array at 
2=1. The same tendency was observed by Saad et al. (1980) 
and Florschuetz et al. (1980) at small Z. This particular 
geometry (small Z and small Y) provides a relatively small 
cross-sectional area through which spent air may flow. As 
Kercher and Tabakoff (1970) showed, a fairly substantial 
static pressure gradient (dp/ds) may be built up in the channel 
under these conditions, with the lowest pressure occurring 
near the exit plane. If the jet plenum (i.e., stagnation) pressure 
is constant over the entire length of the array, then the 
pressure difference (and the flow rate per hole) is minimum at 
the closed end of the channel (5 = 0) and increases continuous­
ly with s. Thus, the increased heat transfer which is apparent 
at the discharge end occurs primarily because the local jet flow 
is highest. At larger standoff (Z=2 and 3), heat transfer is 
fairly uniform for the first four-five rows and decreases quite 
considerably at the last few rows. This behavior is shown in 
Fig. 6(b). 

Finally, Fig. 7 gives spanwise-averaged heat transfer for the 
array (X, Y) = (4, 8). These profiles show characteristics that 
are common to all of the test cases run for this array. First, the 
profiles were very "smooth" in that periodic streamwise fluc­
tuations in h were small compared to its mean value. 
However, the sizes of the fluctuations remained nearly con­
stant as the flow (i.e., Re) was varied. This is in contrast to the 
behavior exhibited by both of the arrays with Y=4, for which 
an increase in Re causes both the mean and fluctuating com­
ponents to become larger. In fact some of the runs made for 
the wide (Y=8) array at our highest Re (25,000) show heat 
transfer profiles which are "washed out" to the extent that 
some of the peaks associated with spanwise rows of holes are 
indistinguishable. Further work to better understand the 
behavior exhibited by this particular array (especially at high 
Re) would be worthwhile. It should be noted, however, that 
because the fluctuating components are small for this array 
(seldom more than 10-20 percent of the mean component), the 
experimental uncertainty in our data (± 9 percent of the sum 
of these components) is not inconsequential. This array had 
the largest Y of any tested so that it provided the largest flow 
area for the spent flow. Therefore, those effects associated 
with a strong crossflow (such as the heat transfer degradation 
or enhancement observed near the exhaust end of the target 
surface for the narrower Y= 4 arrays) were largely absent for 
F = 8 . For example, Fig. 7 shows virtually identical heat 

2 3 4 
ROW NUMBER 

Fig. 8 Shift of heat transfer peaks 

transfer "hills" opposite each spanwise row in the array; and 
the same held true for all other tests on this array. 

The crossflow deflects the cooling jets downstream and 
results in a corresponding shift of their impingement points. 
In general, jets are deflected most when the crossflow is 
strongest. Therefore, large deflections occur in arrays contain­
ing many spanwise rows, and rows near the exit plane are af­
fected most profoundly. The mean crossflow mass flux is 
higher for the two narrow (Y=4) arrays; and the downstream 
shift of a given row of jets is typically two-three times that of 
the same row in the Y= 8 array. The displacement of the im­
pingement (i.e., maximum heat transfer) point(s) tends to be 
roughly proportional to Z for the narrow arrays and nearly in­
dependent of Z for the wide array. In all cases, the amount of 
shift is insensitive to Reynolds number. Figure 8 shows the 
downstream displacements (AS/d) for each row of jets of the 
8-row version of array (4, 4) at Z = 3 . Based on the observa­
tions above, this geometry should (and does) yield especially 
large displacements. For example, the heat transfer peak for 
the last row of holes is shifted nearly 4 orifice diameters. 

Although Figs. 5-7 offer excellent streamwise resolution, 
some detail has still been lost in the process of converting from 
the original continuous heat flux traces. Figure 4 is the trace 
from which the "Re = 4900" curve of Fig. 6(a) was con­
structed, and the loss of detail is readily seen by comparing the 
two. First, it is apparent that some heat transfer peaks and 
troughs have been truncated. This occurs because the original 
strip chart displays were digitized at points one jet diameter 
apart and Figs. 5-7 were computer-plotted by connecting suc­
cessive points with straight line segments. Another detail that 
is lost are the small twin cusps (see Fig. 4) that appear near the 
jet rows' stagnation points. These occur quite regularly for the 
arrays (4, 4) and (8, 4) only at the smallest standoff, Z= 1. 
They resemble, somewhat, those observed by Gardon and co­
workers (1962, 1965) for circular and slot jets at small 
standoff, except that they have been distorted somewhat by 
the skewing effect of the crossflow. Such cusps appear first on 
the heat transfer peaks near the exhaust end of the channel. As 
Re is increased, the cusps become more pronounced and 
spread to peaks farther upstream. Figure 4 clearly shows cusps 
on the three peaks near the exit, and one beginning to form on 
the fourth peak from the exit. 

For each test case, space-averaged heat transfer coefficients 
were calculated using equation (3) and plotted against 
Reynolds number. Figure 9 shows a typical plot, for the array 
(X, F) = (4, 4) at Z = 3 ; and similar plots for the remaining 
cases are given by Cole (1978). Kercher and Tabakoff (1970) 
and Chance (1974) tested square jet arrays and their correla­
tions for Z = 3 and N=6 rows are shown, also, for corn-
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parison. Agreement is quite satisfactory. In fact, comparisons 
were made in a number of other cases where test conditions 
were similar, and good agreement was likewise obtained. The 
behavior of these data (see Fig. 9) suggests a relationship of 
the form 

Nu/Pr 1 / 3 ~Re" (5) 

The least-squares method was used to determine the best value 
of the exponent m for each geometry tested. Values ranged 
between 0.71 and 0.86, with a mean value of 0.784. The only 
discernible trend was that m tended to decrease somewhat with 
Z; this trend was observed also by Hollworth and Berry (1978) 
in an earlier study where square arrays of widely spaced 
(X> 10) jets impinged, and spent air was withdrawn along all 
four edges of the target surface. 

Despite the variations of m discussed above, data correlated 
well using 

H= 
Nu 

Re0784 Pr1 -=/(array, Z, N) 

and Fig. 10 shows average heat transfer coefficients for all 
geometries tested, displayed using this format. The vertical 
coordinate for each point on the graph is the average of the H 
values measured at the four values of Re (i.e., Re = 3000, 
5000, 10,000, and 25,000). The deviation between this average 
value and values at the various Re (for a given geometry) were 
usually less than the experimental uncertainty (± 9 percent) in­
herent in the measurements of h. The largest such deviation 
was 14 percent, and only 3 (of 27) were greater than 9 percent. 

From inspection of Fig. 10, it is possible to pick out several 
effects of system geometry upon average heat transfer. For the 
(X, K) = (4, 8) array, the flow area for spent air is largest. 
Hence, the crossflow is relatively weak and its effect on Nu is 
minor. Thus, the heat transfer is virtually independent of the 
number of rows N. For this array, the effects of variations in 
standoff Z are negligible as well. 

The two narrow arrays behave similarly, though array (4, 4) 
yields higher heat transfer than does array (8, 4). This occurs, 
of course, because the former has twice as many jets per unit 
heat transfer area and (at the same Re) twice the coolant flow. 
Because of the more powerful crossflow naturally associated 
with these arrays with Y= 4, the heat transfer performance is 
considerably more dependent upon the number of spanwise 
rows. In terms of average heat transfer, increasing N always 
degrades performance, and the effect becomes more pro­
nounced at large Z. At Z = 3 , the average heat transfer is 
decreased by roughly 20 percent in increasing N from 4 to 8 
for both arrays. It is worth noting, also, that the standoff Z 
has a fairly strong effect upon Nu, especially at large N. In 
both cases, Z = l appears to be optimum, and Nu is again 
reduced by roughly 20 percent in increasing Z from 1 to 3. 

It is especially interesting to compare the performances of 
the arrays (4, 8) and (8, 4), as both have the same cooling hole 
density and, therefore, the same coolant flow at fixed Re. 
Although the relative strength of the crossflow is greater for 
the narrow array (8,4), it nevertheless yields somewhat higher 
average heat transfer than does (4, 8). Hollworth and Bowley 
(1975) observed that a superimposed crossflow tends to 
elongate impinging jet footprints in the x direction while nar­
rowing them in they direction. Thus the formation of stream-
wise avenues of low heat transfer between coolant jets in an 
array with large Y would be more pronounced than the forma­
tion of spanwise bands of low heat transfer in an array with 
large X. We suggest, then, that the better heat transfer offered 
by the narrow array (8, 4) is attributable to the better surface 
"coverage" which it provides. 

In most applications, it is desirable to heat or cool a surface 
of fixed area with a minimal expenditure of fluid. Therefore, 
in order to rate the performamce of several jet arrays, one 
must compare this average convective heat transfer rates at 
constant coolant flow per unit area of target surface. To 
facilitate such a "fair" comparison of the three arrays tested, 
average heat transfer coefficients Nu/Pr1 / 3 were replotted 
against a Reynolds number Re* based on the air flow G per 
unit area of cooled surface. This modified Reynolds number is 
defined as Re* = Gd/n, so that constant Re* corresponds to 
constant G. This graph is shown by Cole (1978) but is not in­
cluded in this paper because of space limitations. On this 
basis, the two arrays with lowest hole density (i.e., (4, 8) and 
(8, 4)) were consistently better than array (4, 4). The average 
heat transfer rate for (8, 4) exceeded that of (4, 4) by anywhere 
from 20 to 50 percent (depending upon both N and Z), while 
the difference for array (4, 8) relative to (4, 4) varied from 
roughly 0 to 30 percent. This tendency of patterns with fewer 
holes per unit area (and more flow per hole) to yield higher 
heat transfer was observed also by Hollworth and Berry (1978) 
in the earlier study discussed above. 

(6) Conclusions 

Spanwise-averaged heat transfer coefficients were measured 
for three staggered arrays of impinging air jets. Spent air was 
constrained to exit at one end of the array, thus establishing a 
crossflow. Significant conclusions resulting from this study 
are the following: 

1. The streamwise distribution of (spanwise-averaged) heat 
transfer is periodic, with one heat transfer peak per row of 
cooling jets. The nonuniformity of the heat transfer distribu­
tion is most pronounced at large X/Y. 
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2. Heat transfer peaks may be shifted considerable 
distances downstream by the induced crossflow; deflections of 
as much as four jet diameters were observed in these tests. It 
would therefore be good design practice to extend the cooled 
surface somewhat past the end of the array to take advantage 
of the "residual" cooling from the (deflected) last row of 
holes. 

3. At constant coolant flow per unit heat transfer area, ar­
rays with low hole density consistently yield higher average 
heat transfer than the array with more holes per unit area. 

4. For the two arrays with equal hole density ((4, 8) and (8, 
4)), the former consistently produces lower average heat 
transfer. The authors attribute this to streamwise bands of low 
heat transfer (which would correspond to hot streaks in a 
"real" cooling application), which occur when the spanwise 
hole spacing is large. 
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Heat Transfer Measurements 
Downstream of a Two-Dimensional 
Jet Entering a Crossflow 
Nusselt and Stanton numbers have been evaluated in and behind the recirculating 
zone produced by a two-dimensional jet entering a crossflow. The momentum flux 
ratio of the jet to the main flow was varied from 1.44-8.4 and measurements of the 
static pressure distribution and of the flow field by a five-hole probe were per­
formed. A relation between the location of the reattachment point of the flow and 
the maximum of heat transfer was observed. Comparisons with available data are 
made. The experiments are intended for the verification of calculational codes. 

Introduction 

The knowledge of the parameters influencing the heat 
transfer mechanism in separated flows is of dominant interest 
in various practical engineering applications. The utilization 
of numerical codes for the prediction of the heat transfer in 
separated flows is dependent on reliable experimental data 
with well-known boundary conditions. In the present study, 
the perpendicular injection of a two-dimensional jet into a 
crossflow has been examined. This configuration, for exam­
ple, can be considered as a first approximation of the mixing 
region of a combustion chamber. 

Velocity and temperature fields in similar experimental 
setups have been measured by our group and by various other 
authors [1, 2], Also, the influence on film cooling effec­
tiveness of a mixing jet entering a combustion chamber is well 
known [3, 4]. However, the heat transfer is more difficult to 
determine. In the present study the recirculating zone is in­
duced by a jet entering the main flow. Experimental data con­
cerning this problem are scarce. However, similar observa­
tions can be derived from impinging jets. Kumuda et al. [5], 
for example, examined heat transfer from a free jet to a flat 
plate. An inclination angle of 30-60 deg was realized in the 
study with crossflow not present. Oyakawa and Mabuchi [6] 
investigated heat transfer by a dual jet discharging into a rec­
tangular duct. The flow separated and an augmentation of 
heat transfer was detected due to the reattachment effect of 
the jets. Several other recent studies were concerned with im­
pinging jet experiments with and without crossflow [7, 8]. The 
heat transfer pattern—in contrast to the present study—was 
determined at the wall opposite the entering jet. 

In spite of the differences in the experimental studies cited, 
the same general features for heat transfer in separated flows 
with reattachment can be detected: The heat transfer coeffi-
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cients show a maximum close to the reattachment point of the 
flow, with peak values higher than those for turbulent 
boundary layers. This contradicts the Reynolds analogy for 
heat transfer. 

Recent studies detected the point of maximum heat transfer 
well upstream of reattachment [9]. Suzuki et al. also showed 
that the maximum Nusselt number can be correlated with the 
turbulence intensity measured close to the wall 0 = 4 mm). 
This leads to the conclusion that the structure of turbulence in 
the vicinity of the wall determines the heat transfer process. 
Inside the separation bubble itself, heat transfer rates are 
relatively low. Vogel and Eaton [10] compared the behavior of 
the boundary layer within the recirculating zone with the 
development of a laminar boundary layer. Downstream of 
reattachment a turbulent boundary layer reoccurs. Typical flat 
plate values were obtained at a certain distance downstream. 
Bradshaw and Wong [11] detected a disturbed boundary layer 
far downstream of reattachment. .The wake component 
especially is affected by this disturbance. 

The maximum Nusselt number cad be correlated with the 
main flow or the jet Reynolds number. Experiments con­
cerned with impinging jets on a flat plate without crossflow 
show a 0.58 exponential dependence on jet Reynolds number 
[5]. Additional influence parameters on the heat transfer 
mechanism such as the geometry and the turbulence level of 
the flow also play an important role. 

In the present study, a similar behavior of heat transfer 
coefficients can be expected: a distinct peak value close to the 
reattachment of the flow, low values in the separation bubble 
itself, and a fast recovery to turbulent flat plate values 
downstream of reattachment. From the previous studies of 
our group [1, 12], it can be expected that as a second non-
dimensional scale factor besides the Reynolds number the 
momentum flux ratio has to be considered. This parameter 
determines the length of the separation bubble. 

The goal of the present study, therefore, was to generate 
detailed flow and heat transfer measurements outside and 
within the separation bubble induced by a jet entering a 
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Fig. 1 Schematic layout of test rig 

crossflow. The results were to be compared with extended 
codes derived from previous studies [1, 12, 16]. 

Experimental Apparatus 

The major components of the experimental setup have been 
described previously by Ru'd et al. [13, 14], The setup consists 
of an electrical heater, the plenum chambers, and the test sec­
tion itself (see Fig. 1). After heating, the air is divided into the 
main flow and the jet. Mass flow rates of both flows are 
measured by orifice meters and are individually controlled. 
Settling chambers are installed for each air stream and thus 
uniform flow distributions at the outlets of the connecting 
ducts to the test section are assured. The mixing jet, which can 
be cooled or heated, enters the test section through a slot of 
125 x 6 mm. The slot spans the distance between the side walls 
of the rig. The channel height and length were fixed at 95 and 
800 mm, respectively. 

The test section is equipped with a 440 X 125 mm copper 
plate with an integral surface (see Fig. 1). It is divided into 28 
insulated segments, each of which is cooled separately. Water 
is used as the cooling fluid, and is held at constant temperature 
with the aid of a thermostat. The mass flow rate in each seg­
ment can be controlled individually by valves. This cooling 
process ensures a constant flat plate temperature. On the other 
hand, the segmentation of the plate guarantees the local 
resolution of the heat transfer rates downstream of the injec­
tion slot. The heat flux within the cooled segments is derived 
from one-dimensional heat conduction analysis, i. e., from the 
temperature difference determined by thermocouple 
measurements in the segments. The Nusselt and Stanton 

Fig. 2 Test section and notation 

numbers are obtained from the local heat flux. The assump­
tion of one-dimensional heat conduction is supported by finite 
element heat conduction analysis. Measurements were per­
formed of the static pressure distribution using static pressure 
taps drilled into the copper segments. Velocity and 
temperature profiles can be taken over the channel height at 10 
different streamwise locations along the centerline of the 
channel. To check the two dimensionality of the flow, velocity 
profiles over the channel height and width were obtained. 

The flow field was determined by a spherical five-hole probe 
with a sphere diameter of 2.9 mm and pressure tap diameters 
of 0.3 mm. A standardized calibration procedure [12] 
guarantees a fast conversion of the measured pressures into 
the three velocity components u, v, w. Data acquisition was 
accomplished with the aid of a "Scanivalve" and relay-
multiplexer, both controlled by a minicomputer (PDP-11/34) 
as indicated in Fig. 1. 

Experimental Conditions 

In the present study, the momentum flux ratio / was varied 
from 1.44-8.4. The mean velocity determined with the orifice 
meters has been used. The typical characteristics of the flow 
are illustrated in Fig. 2. The main flow temperature was con­
stant for each of the experimental runs, but varied between 
runs in the range from 104 to 185°C. The temperature of the 
mixing jet in this series of measurements was slightly below the 
main flow temperature due to heat losses. The wall 
temperature was kept nearly constant (Tw -30°C). Therefore, 
wall-to-crossflow temperature ratios can be realized from 0.66 
to 0.8. The Reynolds number of the crossflow was varied from 
6x 104 to 2x 105, corresponding to main flow velocities from 
17 to 53 m/s. The jet Reynolds numbers were held between 
6 x l 0 3 and 2.4 xlO 4 , with resulting velocities of 28 to 107 
m/s. The angle between the crossflow and jet axis was 90 deg 
for the experiments reported here. With previously described 
experimental conditions the reattachment length varied from 
60 to 240 mm. 
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specific heat of air 
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Heat transfer coefficients are presented in terms of Stanton 
or Nusselt numbers with the inlet conditions used for reference 
(see Fig. 2). 

St = 
<7,v 

(1) 
u„pmcp{T, „ - rw) 

For experiments with jet injection, the Nusselt number was 
used 

NuH = St RewPr (2) 

The channel height serves as a characteristic length scale, 
with the Prandtl number assumed to be 0.71. 

Results and Discussion 

Two Dimensionality of the Flow. In verifying the assump­
tion of two-dimensional flow, detailed velocity and total 

St 10 
•°-o. r-o_, 

St = 0.0295 Re° 2Pr t K [ l - ( | - ) * ]^ [Kays 

I06 12 

Re, 

J 1_ 

Fig. 3 Stanton number for flat plate experiments 

Fig. 4 Velocity vector diagram 

pressure profile measurement were necessary. First, the main 
flow and the flow in the slot were examined separately. Main 
flow profiles in front of and behind the slot for the case of 
J = 0 were measured with a pitot probe in x and y directions. 
For a traverse the measured profiles show deviations below 1 
percent. A traverse across the jet length gives agreement 
within the range of ±1.2 percent. The existing boundary 
layers at the channel walls, of course, yield larger discrepan­
cies in these regions. Velocity profiles along the centerline of 
the channel were determined at various distances upstream 
and downstream of the slot with the jet and crossflow present. 
The w components obtained are negligible. Typical values 
show data uncertainty of ±0.5 m/s. This corresponds to flow 
angles of ±0.5 deg. Additional velocity profiles were 
measured at off-centerline positions (z/H=0, ±0.42) at 
x/H= 1.05, 2.3. A satisfactory two dimensionality was found, 
except toward the end of the recirculating region. 

To validate the heat transfer data, initial measurements 
were taken without the jet. The results obtained agree quite 
well with those recently reported by our group [13, 14] and 
Kays' theoretical correlation [15] (see Fig. 3). Boundary layer 
measurements at x/H =0.21 were used to calculate an effec­
tive boundary layer origin. In addition, the unheated starting 
length upstream of the copper plate has been taken into ac­
count. The results illustrate that, with the present experimen­
tal apparatus, reliable data for heat transfer coefficients were 
obtained. 

Flow Field Distribution. Two different fluid temperature 
levels were chosen for the first experimental series (T— 105°C, 
r=175°C). Of dominant interest was the influence of the 
momentum flux ratio on the developing flow field. The ex­
perimental conditions are summarized in Table 1. The velocity 
field was determined for each experimental run using the five-
hole probe described earlier. A typical velocity vector distribu­
tion for J=8 .0 is shown in Fig. 4. The shape of the recir­
culating zone is evident. The influence of the separation bub­
ble on the velocity profiles upstream and downstream of the 
injection slot can be recognized quite well. Due to the displace­
ment effect of the separation bubble, the velocity vectors are 
deflected in the first measurement plane at x/H= - 0 . 6 3 . The 
jet penetration into the flow leads to a velocity decay on the 
lower channel wall and to relatively high velocities in the 
center of the channel. Figures 5 and 6 illustrate the com­
ponents of velocity vectors of Series 1 with their dependence 
on the momentum flux ratio. For high-momentum flux ratios 
the jet penetration height is strong (see x/H = 0.21, 0.63) and 
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Fig. 5 Velocity components for various momentum flux ratios 
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Fig. 8 (a) Influence of momentum flux ratio on static pressure distribu­
tion; (b) similarities in pressure distribution (Series 1) 

the reattachment length increases (x/H =1.41). The strong 
upstream influence of the separation bubble can be detected 
considering the v component at x/H= - 0.21. With increasing 

momentum flux ratio, the v component increases strongly in 
the region of 0.1 <y/H<Q.5. The low v velocities (i><3 m/s) 
at the plane x/H= 3.16 indicate a nearly parallel flow for the 
case of / = 2 . 0 , whereas for J = 8 . 0 the flow is still strongly 
disturbed. For comparison of the present results with values 
found in the literature [16], the location of the jet's velocity 
maximum, the jet centerline, was determined. Kamotani and 
Greber [2] have correlated the jet centerline as dependent on 
channel height-to-slot width ratio H/B and momentum flux 
ratio / . The lowest momentum flux ratio measured by 
Kamotani and Greber was 8. Most of the experimental data in 
the present study were below this value. Within this restric­
tion, relatively good agreement is observed as shown in Fig. 7. 
These results are in agreement with another internal study con­
ducted in the context of the work published earlier [16]. 

In trying to determine the flow characterisitcs, the static 
pressure distribution downstream of the injection slot is of in­
terest. The pressure distribution in terms of pressure coeffi­
cients is plotted versus nondimensional x coordinate for Series 
1 and 2 in Figs. 8(a) and 9(a). Similar results have been 
detected in backward-facing step experiments [17]. The high 
injection velocities induce negative pressure coefficients. In 
the recirculating zone, cp reaches a minimum before rising to 
maximum values beyond the point of reattachment [18]. The 
figures illustrate the downstream shift of the minimum 
pressure value and the pressure rise with increasing momen­
tum flux ratio. Therefore, the pressure distribution can be 
taken as reference for the reattachment length xR. Figures 8(b) 
and 9(b) compare modified pressure coefficients, developed 
by Narayanan et al. [19] for backward-facing step ex­
periments. The coordinate x* is defined as the distance be-
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Fig. 10 Influence of momentum flux ratio on temperature distribution 

tween the center of the injection slot and the point on the x 
axis where the pressure rise is equal to 1/2 (cPi m a x - c p m i n) . 
This similarity pattern shows close agreement with the present 
experimental data. 

Heat Transfer Measurements. It should be noted that the 
main emphasis of the present study was directed toward the 
heat transfer phenomena at the wall. The main flow as well as 
the mixing jet temperatures were, therefore, kept at similar 
levels. The momentum flux ratios were adjusted to cover those 
experienced in practical applications. 

In analyzing the temperature field, eight temperature pro­
files (Figs. 10 and 11) were taken at various distances 
downstream of the slot, with the momentum flux ratio again 
as the dominant parameter. In Fig. 10 only the first plane 
(x/7/=0.63) is found within the recirculating zone for a 
relatively low momentum flux ratio. In contrast, the results 
plotted in Fig. 11 (7=6.1) show two planes (*// /= 0.63, 1.47) 
which are within the region of separated flow. As can be seen 
from the profiles, principally two regions with strong 
temperature gradients exist inside the separation bubble. The 
first is located close to the wall and the second occurs in the 
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Fig. 11 Influence of momentum flux ratio on temperature distribution 

Fig. 12 Nusselt number versus streamwise coordinate (Series 1) 
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Fig. 13 Nusselt number versus streamwise coordinate (Series 2) 

shear layer at the edge of the recirculating zone. The outer 
region is due to the slightly lower temperature of the jet com­
pared with the crossflow. Downstream of the flow reattach­
ment, strong convective mixing effects are sufficiently high to 
reduce the outer temperature gradient. 

Local Nusselt number profiles are plotted for Series 1 and 2 
in Figs. 12 and 13. A distinct maximum of the Nusselt number 
is observed (indicated by arrows in Figs. 12 and 13), and is 
displaced downstream with increasing momentum flux ratio. 
A comparison of the streamwise location of peak Nusselt 
number with flow field characteristics leads to the conclusion 
that the location of maximum heat transfer rate occurs close 
to the point of reattachment of the flow. Therefore, in cor-
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relating the data it seemed to be justified to define the location 
of maximum heat transfer as the origin of a new turbulent 
boundary layer and to evaluate the local Stanton number as a 
function of ReA. as shown in Figs. 14 and 15. It is interesting 
to note that this correlation matches the functional 
dependence suggested by Kays [15] for turbulent boundary 
layer with constant surface temperature. An even better agree­
ment between experimental results and the theoretical curve 
may be obtained taking into account Vogel and Eaton's [10] 
suggestion, that "the recovering boundary layer behaves much 
like a boundary layer with an unheated starting length 
upstream of the heated (cooled) section. The effective origin 
of the redeveloping thermal boundary layer lies downstream 
of reattachment." This modified approach was not taken 
here, due to the uncertainty in detecting the reattachment 
length and in fixing the effective origin of the recovering 
boundary layer. 

In Figs. 12 and 13 no distinct dependence of Numax on 
crossflow Reynolds number or momentum flux ratio is ob­
vious. Therefore, additional systematic experiments were per­
formed, with a fixed momentum ratio and with varying 
crossflow Reynolds numbers. The results are shown in Fig. 16 
using a logarithmic scale. They illustrate the -increase of the 
maximum Nusselt number with increasing Reynolds number. 
With the aid of a least-square-fit analysis a mean exponential 
factor of 0.704 was obtained. The empirical correlation shows 
close agreement with the measured data. 

Numax = 0.108Re^7 0 4 .J0 1 0 9 (3) 

This equation represents all measurements, and also the 
results of Series 1 and 2, within an accuracy of 3 percent. This 
is shown in Fig. 17. These results lead to the conclusion, that 
for relatively small momentum flux ratios—in contrast to im-

250 350 i 5 0 W i i / .0.109 6 5 0 

Fig. 17 Comparison of present correlation and measurements 

pinging jet experiments with crossflow [8]—the behavior of 
heat transfer coefficients is dominated by the main flow. The 
maximum Nusselt number depends much more heavily on the 
crossflow Reynolds number than on the momentum flux ratio 
and, therefore, on the jet Reynolds number. 

Summary 

In an attempt to provide a sufficient data base for the 
numerical analysis of practical applications especially in com-
bustor design, detailed flow and heat transfer measurements 
downstream of a two-dimensional jet entering a crossflow 
have been presented. The heat transfer data show the typical 
characteristics of turbulent flows with separation and reat­
tachment. A local augmentation of heat transfer caused by the 
reattachment of the jet and a rapid recovery to flat plate 
values downstream of reattachment were found. The peak 
Nusselt number has been correlated with the aid of an em­
pirical formula as a function of the main flow Reynolds 
number and the momentum flux ratio. For low momentum 
flux ratios the heat transfer mechanism is obviously 
dominated by the characteristics of the crossflow. The 
dependence of Nusselt number on momentum flux ratio is 
much weaker than the dependence on the Reynolds number of 
the main flow. The reported results can be used for the valida­
tion of numerical calculational procedures concerning the heat 
transfer in separated flows. 
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Prediction of Film Cooling by a 
Row of Holes With a Two-
Dimensional Boundary-Layer 
Procedure 
The present paper describes predictions of film cooling by a row of holes. The 
calculations have been performed by a two-dimensional boundary-layer code with 
special modifications that account for the basically three-dimensional, elliptic 
nature of the flow after injection. The elliptic reverse-flow region near the injection 
is leapt over and new boundary-layer profiles are set up after the blowing region. 
They take into account the oncoming boundary layer as well as the characteristics of 
the injected jets. The three dimensionality of the flow, which is very strong near the 
injection and decreases further downstream, is modeled by so-called dispersion 
terms, which are added to the two-dimensional boundary-layer equations. These 
terms describe additional mixing by the laterally nonuniform flow. Information on 
the modeling oftheprofiles after injection and of the dispersion terms has been ex­
tracted from three-dimensional fully elliptic calculations for specific flow configura­
tions. The modified two-dimensional boundary-layer equations are solved by a 
forward-marching finite-volume method. A coordinate system is used that stretches 
with the growth of the boundary layer. The turbulent stresses and heat fluxes are ob­
tained from the k-e turbulence model. Results are given for flows over flat plates as 
well as for flows over gas turbine blades for different injection angles, relative spac-
ings, blowing rates, and injection temperatures. The predicted cooling effectiveness 
and heat transfer coefficients are compared with experimental data and show 
generally fairly good agreement. 

Introduction 
The thermal efficiency of gas turbines can be improved by 

increasing the temperature at the inlet to the turbine section. 
With higher and higher inlet temperatures a reasonable 
lifetime of turbine blades can be ensured only by protecting 
them from the hot gas stream. For this, basically two different 
cooling methods are available. One method is internal convec­
tion cooling, which is often insufficient because of the 
relatively poor heat transfer characteristics of air. For 
especially exposed blades some means must therefore be taken 
to reduce the heat transfer from the hot gas to the outside sur­
face of the blade. This can be achieved by film cooling, a 
method in which cooling air is injected into the mainstream in 
order to establish a protecting film on the blade surface. 
Because of design considerations, injection through slots is 
usually not possible and the cooling air must be introduced 
through discrete holes. A typical flow configuration for film 
cooling by a row of holes is shown in Fig 1. The injected jets 
generate a complex three-dimensional flow, in which flow 
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reversal can occur near injection. Apart from the 
characteristics of the oncoming two-dimensional boundary 
layer, the flow resulting from the injection depends mainly on 
the injection angle a, the relative hole spacing s/D, the blow­
ing rate M — p2U2/peUe, and the diameter of the injection 
holes. It is primarily these parameters that have to be opti­
mized in the design of a film cooling configuration. The in­
fluence of most of them has been studied separately, mainly 
for injection into boundary layers on flat plates. Under 
realistic conditions, however, systematic experimental 

COOL 
GPA 

Fig. 1 Flow configuration after injection by a row of holes 
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parameter studies are very expensive, so that design engineers 
have a great need for prediction procedures. 

As the flow field is strongly three dimensional in the vicinity 
of the injection holes, basically a three-dimensional calcula­
tion procedure is necessary. For injection through discrete 
tangential slots, Patankar et al. [1] presented such a pro­
cedure. Patankar et al. [2] analyzed the injection at high blow­
ing rates from a single hole and Khan et al. [3] predicted the 
injection through a row of holes. In a series of publications, 
Bergeles et al. [4-6] analyzed the three-dimensional discrete-
hole cooling process. As their method is based on a partially 
parabolic calculation procedure, it cannot handle regions with 
reverse flow. They calculated laminar as well as turbulent 
flows for single-row and multirow cooling configurations. 
Detailed computational studies of film cooling by a row of 
holes have been presented by Demuren [7], Demuren and Rodi 
[8], and Demuren et al. [9]. These authors used a locally ellip­
tic calculation procedure, which can be applied also at higher 
blowing rates where regions with flow reversal occur. In their 
systematic study the last authors [9] analyzed the influence of 
the injection angle, the relative spacing, and the blowing rate 
on the cooling effectiveness with their three-dimensional 
calculation method. 

For the three-dimensional calculation of film-cooling 
processes, numerical grids with 20,000 to 40,000 grid nodes 
have been used. With these, converged solutions required be­
tween 30 and 90 min of computing time (e.g., on a CDC 6600, 
IBM 360/195 or Siemens 7881). This time is far too long for 
carrying out parameter studies for the optimization of film 
cooling configurations. For such parameter studies, faster 
prediction methods are required, such as suitably extended 
two-dimensional boundary-layer procedures. Up to now only 
a few attempts have been made to extend boundary-layer 
codes for the prediction of film cooling processes. Herring 
[10] treated the boundary layer as a laterally averaged flow 
and introduced the effects of lateral nonuniformity through 
additional momentum and energy source terms. He obtained 
the nonuniformity interaction terms by an integral method, 
for which he assumed locally uniform flow, axisymmetry of 
the jets, and negligible interaction between the jets and the 
wall. The comparison with his own experimental results 
showed reasonable agreement, but only for blowing rates M 
smaller than 1. Crawford et al. [11] extended their boundary-
layer program STAN5 by an injection model, which they 
derived with the aid of a one-dimensional momentum and 
energy balance. This model cannot account for the fact that 
because of the blockage effect of the injected jet the fluid 

Nomenclature 

cn> c d > ce2> °>> CT
t
 = constants of the turbulence model 

D — hole diameter 
Dj, = dispersion term 

fli,fi,f2 = damping functions of the turbulence 
model 

H = total enthalpy 
h = static enthalpy 
/ = momentum 
k = turbulent kinetic energy 

M = blowing rate 
P = pressure 

Pr, Pr, = laminar/turbulent Prandtl number 
q„ = wall heat flux 
R = gas constant 

Re_,,, R e r = turbulent Reynolds numbers 
s = spacing 
T = temperature 

Tu = degree of turbulence, percent 
U, V, W = velocity components 

V = mass("Favre")-averaged V velocity 

Fig. 2 (x, y) coordinate system 

velocity above the injected cooling jet can be higher than in the 
free stream. This overshoot cannot be neglected for higher 
blowing angles. Crawford et al. [11] modeled the additional 
lateral mixing by augmentation of the mixing length in their 
turbulence model. They compared their results with 
measurements for full-coverage film cooling at a blowing 
angle of a = 30 deg and for two different relative spacings 
s/D = 5 and s/D = 10. The blowing rates were always below 
0.8; the predicted Stanton numbers compared well with ex­
perimental data. Miller and Crawford [12] extended this work 
by applying basically the same film cooling model to injection 
from a row of holes, calculating also the film cooling effec­
tiveness. For each cooling configuration, they had to adjust 
the two constants in their film cooling model. They compared 
their results for blowing rates smaller than 1, relative spacings 
larger than 2 and injection angles smaller than 45 deg; for 
these configurations they obtained good agreement with ex­
perimental data. 

The present paper describes a new film cooling model for 
cooling by a row of holes which was incorporated into a two-
dimensional boundary-layer procedure. First the governing 
mean-flow equations and the turbulence model are given. 
Then the special modifications are described, which account 
for the elliptic nature of the flow after the injection (injection 
model) and for the three dimensionality of the flow (disper­
sion model). The numerical solution procedure is given and 
results are presented for flows over flat plates as well as for 
flows over model gas turbine blades. 

Boundary-Layer Equations 

Mean-Flow Equations. The time-averaged boundary-layer 
equations in a plane, Cartesian coordinate system (see Fig. 2) 
may be written for two-dimensional flows as: 

x,y, z 
a 
a 

r 
8 
e 
V 

e 
/* 

**< 
£> y 

p 

= Cartesian coordinates 
= injection angle 
= laterally averaged heat transfer 

coefficient 
= diffusivity 
= boundary-layer thickness 
= dissipation rate 
= laterally averaged cooling 

effectiveness 
= dimensionless temperature, tracer 
= dynamic viscosity 
= eddy viscosity 
= coordinates 
= density 

Subscripts 

e = free-stream value 
prof = value after injection region 

w = value on the wall 
2 = injection value 
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Continuity equation 

, d 
(PU)+ — 

dx ay 
(PV)=0 (1) 

Momentum equation 

{pVU). 
d d 

{pUU) + 
dx dy 

dP d 

dx dy 

dU 
-pu v ) 

Transport equation for total enthalpy 

d ( a dH d d 
— (PUH)+ — 
dx dy 

+ U 

(PVH) = 
(.Pr 

0-F) ' 

dy CPr 

dU 

dy 
- — ph'v' 

(2) 

(3) 

dy 
•pu v 

The total enthalpy is defined as the sum of the static enthalpy, 
the kinetic energy of the mean flow, and the turbulent kinetic 
energy. The density is calculated from the ideal-gas law 

P = RT 
(4) 

which connects the pressure, temperature, and density. 
For the solution of the parabolic differential equations 

(l)-(3), inlet conditions as well as boundary conditions are 
necessary. The inlet conditions must be known from 
measurements or from analytical models. Boundary condi­
tions have to be prescribed along the wall and in the free 
stream. 

At the wall (y = 0), the conditions are as follows: 

17=0 (5a) 

V=Vw(x) 

H-

dH 

17 = 

Hw(x) 

Pr 

(56) 

(5c) 

(5d) 

For the total enthalpy H, either the wall temperature (equation 
(5c)) or the wall heat flux (equation (5d)) can be specified. In 
the free stream (y = ye) the distributions of the velocity and 
the total enthalpy are given: 

U=Ue(x) (6a) 

H=H„ = const (66) 

Turbulence Model. The turbulent shear stress - pu'v' 
and the heat flux —ph'v' appearing in the transport equa­
tions (2) and (3) are calculated with a low-Reynolds-number 
version of the k-e turbulence model. This version has been 
developed by Lam and Bremhorst [13] and is applicable to 
regions where the molecular viscosity is important. Like the 
standard k-e model (see [14]), it used the eddy viscosity 
principle 

dU 
(7) -pu v =\i, 

dy 

The eddy viscosity fi, is related to the turbulent kinetic energy 
k and to its rate of dissipation e by 

k2 

V< =f„cuP • (8) 

where f^ is a damping function, which simulates the influence 
of the molecular viscosity. The distribution of k and e over the 
flow field is determined from the following semi-empirical 
transport equations: 

— (pUk)+— (p\ 
dx dy dy 

/dU\2 

+ ^Kdj) -pe 

(9) 

9
 ipUe)+^(pve)=JLL+J^\ 

dy \ a. / dx dy 

de 

~dy~ 

+ Cei/i "k~
Pk-PC^flY (10) 

The constants used in the k-e model are as follows: 
cM = 0.09, ctl = 1.44, ca = 1.92, ak = 1.0, ae = 1.3. As/„ 
and the functions fx and f2 simulate the influence of the 
molecular viscosity, they approach unity in a fully turbulent 
region. They are defined as follows [13]: 

, / 19.5 \ 
/„ = (1 - exp(- 0.016 Re,) )2 ( l + - ^ — ) 

/ ^ l + to.oe//^ 

/ 2 = l -exp(-Re2
T . ) 

where 

Re, 

Re ,= 

_pk2 

fxe 

p^ky 

v-

ih_ 

(llfl) 

(116) 

(lie) 

(12ff) 

(126) 

In this low-Reynolds-number version of the k-e turbulence 
model, no wall functions for bridging the viscous sublayer are 
used as the differential equations are solved up to the wall. 
The boundary conditions for the turbulent kinetic energy k 
and its dissipation rate e are: 

wall (y = 0) 

de 
- = 0 (13) 

(14a) 

free -stream (y 
dy 

= ye) 

»•£• 

» • & -

= - € e 

(146) 

For the calculation of the turbulent heat flux -ph'v' the eddy 
diffusivity concept is used and the eddy diffusivity is related to 
the eddy viscosity, leading to 

-ph^^^L (15) 
Pr, dy 

where Pr, is the turbulent Prandtl number. 

Film Cooling Model 

Three-Dimensional Elliptic Calculations. The flow 
generated by the injection of cooling air and sketched in Fig. 1 
is normally elliptic and three dimensional. The calculation of 
this kind of flow with a two-dimensional boundary layer pro­
cedure is possible only when the elliptic region can be excluded 
and the three dimensionality of the flow is accounted for by 
additional terms. For this reason, two separate extensions of 
the two-dimensional boundary layer method are introduced in 
the present film cooling model: 

1 Injection Model. The region near the injection is leapt 
over and new profiles are prescribed at a certain distance 
behind the blowing region. They take into account the 
characteristics of the oncoming boundary layer as well as the 
characteristics of the injected jets. 
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Fig. 3 Tracer profile after the injection 

-pu*: 

Momentum Balance 

Fig. 4(a) Momentum distribution after injection (« 10 deg, M = 2) 

2 Dispersion Model. The three dimensionality of the flow 
is accounted for by so-called dispersion terms, which simulate 
the additional lateral mixing. 

In order to obtain the information necessary for the 
development of the two abovementioned models, the three-
dimensional calculations of Demuren et al. [9] have been 
analyzed in detail. In their systematic study, these authors 
covered the whole parameter range of practical interest for the 
injection angle (10 deg < a < 90 deg), the relative spacing 
(1.5 < s/D < 5), and the blowing rate (0.5 < M < 2). Apart 
from the continuity and momentum equations, they also 
solved a transport equation for the dimensionless temperature 

(16) 

using adiabatic wall boundary conditions. This dimensionless 
temperature 6 can be regarded as a tracer for the trajectory 
and the spreading of the injected coolant air, and its value on 
the wall is equal to the adiabatic film cooling effectiveness. 
Analysis of the three-dimensional calculations has shown that 
the local distribution of 8 can be used to correlate the injection 
profiles (injection model) and the dispersion terms (dispersion 
model). For this reason the following transport equation for 6 
has been introduced into the two-dimensional boundary-layer 
procedure: 

d d - d 
— (pU6)+—- (pV6)=— 
dx dy ay 

with the boundary conditions 

wall (y = 0): 

^ = 0 
dy 

free-stream (y = ye): 

8 = 0 

( VeJJ M \ 
VPre// dy J 

(17) 

(18) 

(19) 

The predicted 8 distribution (always obtained with adiabatic 
boundary conditions) is for a tracer and is used only for cor­
relating the injection profiles and the dispersion terms. The 
temperature distribution is calculated with the aid of the total 
enthalpy and not necessarily with adiabatic boundary 
conditions. 

Injection Model. The x position for prescribing the bound­
ary layer profiles after the injection region has been correlated 
with the aid of the three-dimensional results and depends on 
the diameter of the injection tube and its angle with the blade 
surface. The profiles are prescribed always at the first posi­
tion, after which the dispersion terms showed similarity 
behavior. For each three-dimensional test case, the profiles of 
the velocity component in the mainstream direction and of the 
tracer were laterally averaged at this position and approx­
imated by analytical functions. A typical profile for the 
distribution of the tracer 8 is shown in Fig. 3. It is approx­
imated by sine and exponential functions, and for its inter­
polation four constants are necessary for each test case. The 

— Pp,o, — I , -

/ 
/ 
1 I 

/ 
/ 

< : — r - ^ — 
""V**----^-. 

- dprol-pu2l 

', \ 
\ \ 
\ \ 
\ \ \ X. 

\ N. 

Momentum Ba lance 

Fig. 4(b) Momentum distribution after injection (a = 90 deg, M = 1) 

prescription of the U velocity was derived wth the aid of the 
one-dimensional momentum balance 

Vof (y) =pu2(y) + i2(y) - J V 0 0 (20) 

In this equation the first term on the right-hand side 
characterizes the momentum distribution of the oncoming 
boundary layer. The distribution of the injected momentum is 
described by I2, while Pprof characterizes the pressure distribu­
tion, which is not uniform after the injection. Two typical pro­
files for the injected momentum (72), the pressure (Pprof), and 
the difference in momentum with and without blowing (7prof 

- pU2) are shown in Fig. 4. The profiles in Fig. 4(a) 
characterize the momentum distribution for a film cooling 
configuration with low injection angle (a = 10 deg) and high 
blowing rate (M = 2). In Fig. 4(b), the corresponding profiles 
for high injection angle (a = 90 deg) and medium blowing 
rate (M = 1) are given. Clearly a fundamentally different 
development of the injected jet can be seen, which behaves in 
Fig. 4(a) like a wall jet while in Fig. 4(b) it acts like an obstacle 
behind which a wake is formed. As with the tracer 8, the 
distributions of the injected momentum (I2) and of the 
pressure (Pprof) are approximated by analytical functions. For 
this, six additional constants are necessary for each test case. 
The velocity distribution after the injection can then easily be 
calculated with the aid of equation (20). For the temperature 
distribution the following relationship is used: 

T„ (21) ' Prof (y)=Hy)T2 + (l~8(y))T(y) 

from which also the profile for the total enthalpy is calculated. 
The turbulent kinetic energy k of the injected jet is approx­
imated by a parabolic distribution and superposed to the k 
profile of the oncoming boundary layer. Using this k distribu­
tion and assuming a mixing length distribution (ramp func­
tion) in the secondary layer, the profile for the dissipation rate 
e is finally determined. 

The ten constants necessary for generating the momentum 
and 8 distributions are stored in the prediction code for 120 
test cases; they are dependent on the injection angle a, the 
relative spacing s/D, and the blowing rate M. With this set of 
constants, film cooling configurations with the following 
parameters can be calculated: 

0 deg < a < 90 deg 
1.2 < s/D< 10.0 
0.0< M < 4.0 
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Fig. 5 Geometry for lateral averaging 

Fig. 6 Distribution of the 0 dispersion at different streamwise 
locations 

For a given film cooling configuration, three-dimensional in­
terpolations are performed within the set of stored constants 
to get the specific values for the generation of the profiles after 
the blowing region. The generation of the profiles is such that 
the momentum of the prescribed boundary-layer profiles is 
always the sum of the momentum of the oncoming boundary 
layer and of the injected coolant fluid, i.e., momentum is 
conserved. 

Dispersion Model. The dispersion terms describe the three 
dimensionality of the flow and can be derived formally by 
averaging laterally the three-dimensional transport equation, 
which can be written in a general form as follows: 

^- {PU4>)+^- (PV<k)+4- (PW4>) 
ox dy dz 

8 

~dx 

d(t> d<l) 

('-£H(*-%•>•*(*-%•) + S* (22) 

with <ft = (U, H, k, e, 6). The dependent variables are 
separated as follows into a laterally averaged value (4>) and a 
laterally varying component (<£,) 

(t> = 4> + 4>z 

The laterally averaged value is defined as 

2 ?s/2 

<l>(x,y)- L '>(x,y, z)dz 

(23) 

(24) 

The separation according to (23) is introduced into the three-
dimensional transport equations, which are then averaged 
over the shaded region shown in Fig. 5. The integration only 
needs to be performed over this region because of the periodic­
ity of the geometry (z = 0 and z = s/2 are symmetry lines). 
This process results in the averaged transport equations, e.g., 
the 4> equation 

w w + W K * ) = _ ( r — ) 
ox 

dy (>-£) dy 
+ SA 

rs/2 9 
-Jo — (pUz4>z)dz-ox 

D 

2 r / : 

s Jo dy 
U>Vz4>z)dz (25) 

y 

4 - — ^ , 
Fig. 7 Typical distribution of the dispersion term D0 and the tracer ( 

U<fr D Vv 

Fig. 8 (£, >i) coordinate system 

which includes in addition to the convection, diffusion, and 
source terms two dispersion terms DU4, and DV4>. These have 
been calculated from the results of the three-dimensional 
calculations and were found to show similar behavior. For this 
reason the sum of Dm and Dv<> is modeled, and typical 
distributions for the 0-dispersion term De = DU0 + Dve are 
given in Fig. 6 at different streamwise locations. They show 
that De is a sink in the near-wall region and a source further 
away from the wall which describes the lifting of the jet trajec­
tory. This lifting is due to the lateral entrainment of the main 
gas stream below the injected jet. Further, it can be seen in 
Fig. 6 that the magnitude of the dispersion term decreases 
rapidly with increasing streamwise distance. Similar profiles to 
those sketched in Fig. 6 are obtained for the [/-dispersion 
terms. 

The dispersion terms for the U velocity and for the tracer 6 
are approximated with the aid of a dispersion model, which 
consists of three parts: 

1 For the interpolation of the dispersion distributions 
parabolic functions are used. 

2 The maxima and minima of the dispersion distributions 
are correlated by exponential functions. For this, five con­
stants derived from the three-dimensional calculations are 
necessary for each test case. 

3 The y positions of the maxima and minima are calculated 
from the 8 distribution. This is illustrated in Fig. 7, where on 
the left-hand side a typical dispersion distribution and on the 
right-hand side a typical tracer profile is given; in addition, the 
corresponding y positions are marked. 

The dispersion term for the total enthalpy is calculated from 
the 6 dispersion as follows: 

DH = Decp(T2-Te) (26) 

The dispersion terms DUt DH, and De are added to equations 
(2), (3), and (17) as additional source terms in order to 
simulate the three dimensionality of the flow. The five con­
stants for correlating the dispersion terms are stored for each 
test case. For a given film cooling configuration three-
dimensional interpolations are then performed, as for the in­
jection model. 

Solution Procedure and Boundary Conditions 

Finite Volume Method. The two-dimensional differential 
equations for the conservation/transport of mass (1), momen­
tum (2), total enthalpy (3), turbulent kinetic energy (9), 
dissipation (10), and tracer 0 (17) are solved with a parabolic 
forward-marching method. This employs a coordinate system 
(see Fig. 8), which adapts automatically to the growth of the 
boundary layer. With the aid of the equations 
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Fig. 9 Cooling effectiveness at different blowing rates; measurements 
of Kruse and Metzinger [15] 

Fig. 11 Cooling effectiveness at different injection angles; 
measurements of Kruse and Metzinger [15] 
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Fig. 10 Cooling effectiveness at different relative spacings; 
measurements of Kruse and Metzinger [15] 

l=x v=-6{x) 
(27) 

the transport equations have been transformed into the new 
coordinate system and integrated over finite control volumes. 
For the discretization in the normal direction hybrid dif­
ferences are used, which are a combination of first-order up­
wind differences and second-order central differences, de­
pending on the local Peclet number; in the main-flow direction 
an implicit discretization is applied. The resulting tridiagonal 
matrix is solved with a Thomas algorithm, which is a 
simplified version of a Gauss-elimination algorithm. The V-
velocity component is obtained by integrating the continuity 
equation. 

Boundary Conditions. Boundary conditions must be 
prescribed at the in-flow cross section, along the wall, and in 
the free stream. For the inlet profiles the momentum thickness 
Reynolds number, the form parameter Hn = 8i/52, and the 
intensity as well as a typical length scale of the free-stream tur­
bulence have to be specified. 

As boundary conditions along the wall and in the free 
stream, the above given formulae (5), (6), (13), (14), (18), and 
(19) are used. Laminar Couette flow is assumed in the near-
wall control volume and formulae were derived which connect 
the value at the wall nearest grid point to the corresponding 
wall-flux (for instance wall shear stress or wall heat flux). 
Finally, the parameters for the film cooling configuration 
have to be specified: the injection angle a, the relative spacing 
s/D, the blowing rate M, the temperature of the injected fluid 
T2, and the streamwise location of the blowing hole xbh. 

A typical calculation with 100 grid points in the normal 
direction took about 1 min CPU time on a Siemens 7881 
computer. 

Results 

Flat-Plate Boundary Layers. The calculation method was 
applied first to various flat-plate situations studied experimen­
tally by Kruse and Metzinger [15]. In these experiments the 
free-steam velocity was 65 m/s, the free stream turbulence 
level about 3 percent, and the oncoming boundary layer was 
fully turbulent. The main gas stream was heated to an excess 
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Fig. 12 Ratio of the heat transfer coefficient with and without film 
cooling; measurements of Eriksen et al. [16] 

temperature of 77 °C and the cooling effectiveness was deter­
mined by extrapolating measured temperature profiles to the 
wall. For the first applications of the new model reported 
here, the density difference between main and coolant gas was 
neglected. Figure 9 compares predicted and measured laterally 
averaged cooling effectiveness r\ for different blowing rates M 
at an injection angle of 10 deg and a relative spacing of 3.0. It 
can be seen that the film cooling effectiveness increases 
slightly with increasing blowing rate. The cooling effectiveness 
for different relative spacings at the same injection angle and 
for M = 2 is given in Fig. 10. The ij distributions are similar 
for all the spacings, but with increasing spacing the level of rj 
decreases. This behavior indicates that the characteristics of 
the injected jets are similar for all the spacings. Finally, the in­
fluence of the injection angle on the cooling effectiveness is il­
lustrated in Fig. 11. The different streamwise decay of the 
cooling effectiveness is due to the different jet characteristics 
at a = 10 deg, and a = 45 deg. At an injection angle of a = 
10 deg, the cooling jets are bent over immediately after injec­
tion and attach to the wall. At an angle of 45 deg, however, 
the jets penetrate into the main stream which results in smaller 
values of ij. The influence of these differences in the complex 
three-dimensional flow behavior on the cooling effectiveness 
is predicted quite well by the present two-dimensional film-
cooling model. 

Eriksen et al. [16] measured the heat transfer coefficient for 
boundary layers on flat plates with and without film cooling. 
The injection angle was a = 35 deg, the relative spacing s/D 
= 3, and the hole diameter D = 11.8 mm. The free stream 
had a velocity of Ue = 30.5 m/s and a turbulence level of Tu 
= 0.5 percent. Eriksen et al. [16] determined the heat transfer 
coefficient by imposing a constant wall heat flux qw and 
measuring the wall temperature Tw. For T2 = Te, they de­
fined the heat transfer coefficient as 

Figure 12 shows the predicted and measured ratio of the heat 
transfer coefficients with and without blowing. It can be seen 
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Fig. 13 Model turbine blade 
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Fig. 14 Influence of the heated front part; ij = heated, i ja d = adiabatic 
front part 

that film cooling has a noticeable influence on the heat 
transfer coefficient only at higher blowing rates and results in 
higher heat transfer. At a blowing rate of M = 0.99, the 
values of the heat transfer coefficient are even somewhat 
below those without blowing. This effect is qualitatively well 
predicted, but quantitative agreement could be obtained only 
at larger distances (x/D > 20). The low predictions near the 
injection (x/D < 20) are probably due to an underestimation 
of the lateral mixing in the model. 

Flow Over Model Turbine Blade. In the following, predic­
tions are compared with results of our own measurements (see 
Rodi et al. [17]) in which film cooling effectiveness and heat 
transfer coefficients have been measured on an enlarged 
model of a relatively thin, highly curved turbine blade (see Fig. 
13). The "cooling" gas was injected on the suction side 
through a row of holes at a relative surface distance of 25 
percent and at an injection angle of a = 32 deg. In the 
measurements of film cooling effectiveness, the secondary gas 
was actually heated (excess temperature up to 45 °C), and this 
case was simulated in the calculations. The measurements 
have been performed for different blowing rates, relative spac­
ings, free-stream Reynolds numbers, and turbulence levels, 
and the oncoming boundary layer has been laminar. 

Cooling Effectiveness. Because of the relatively thin 
model turbine blade used in the experiments, it was not possi­
ble to achieve adiabatic wall conditions in the front part of the 
blade. Due to the discharge of heated gas in the cooling-
effectiveness measurements, the wall temperature increased in 
front of the injection position. This effect was simulated in the 
calculations by prescribing the wall heat flux distribution in 
front of the injection and using adiabatic wall conditions after 
the injection, in close correspondence with the experimental 
situation. The wall heat flux distribution was obtained with 
the aid of a boundary-layer calculation for which the 
measured wall temperature distribution in front of the injec­
tion was prescribed as the wall boundary condition. The in­
fluence of the heated front part is more important for larger 
spacing because the oncoming temperature boundary layer is 
less disturbed between the injection holes and is therefore 
more dominant. The influence of the heated front part can be 
seen in Fig. 14, in which the cooling effectiveness predicted 
with and without heated front part, ij and rjad respectively, is 
given. In addition, measured fj values are shown. In Fig. 15, 
the influence of the blowing rate M on 77 is displayed. With in­
creasing M, both measurements and predictions show a 
decrease of cooling effectiveness. However, at the lower blow-
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ing rate, rj is underpredicted considerably, especially near the 
injection. This is probably due to curvature effects, which in­
duce the injected jet to attach more quickly to the wall and 
hence cause higher cooling effectiveness for M < 1. Ex­
perimental studies of curvature effects performed by Ito and 
Goldstein [18] have indicated this kind of influence, but so far 
too little is known about curvature effects so that they are not 
accounted for in the present prediction code. The influence of 
the spacing on the cooling effectiveness is given in Fig. 16, 
where the predictions show fairly good agreement with the 
measurements. Both yield a drastic decrease in cooling effec­
tiveness when the relative spacing is increased from s/D = 1.5 
to s/D = 3 . 0 and about the same values for the two higher 
spacings (s/D = 3.0 and s/D = 4.5). The predicted cooling ef­
fectiveness was compared with the measured one also for dif­
ferent Reynolds numbers and different free-stream turbulence 
levels [17]. Both parameters were found to have only a small 
influence: Increasing the Reynolds number results in slightly 
smaller cooling effectiveness and the opposite trend was 
observed for the free-stream turbulence. Both effects are well 
predicted with the present film cooling model. 

Heat Transfer Coefficient. In a separate series of ex­
periments, Rodi et al. [17] measured the wall heat flux for dif­
ferent blowing rates, spacings, Reynolds numbers, and free-
stream turbulence levels. They determined the heat transfer 
coefficient by measuring the electric current required to main­
tain heated segments of the model surface at an isothermal 
level in excess of the mainstream temperature. In these ex­
periments, secondary and primary air had the same 
temperature. The measurements revealed that the heat 
transfer coefficient in the far region (x/D > 20) depends con­
siderably on the Reynolds number and blowing rate. On the 
other hand, variation of the relative spacing or the free-stream 
turbulence level resulted only in slight changes of the heat 
transfer coefficient. These effects are simulated well by the 
predictions. In Figs. 17-19, the measured and calculated heat 
transfer coefficients are compared for different spacings (Fig. 
17), different Reynolds numbers (Fig. 18), and different blow­
ing rates (Fig. 19). It should be mentioned that the marked in-
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fluence of the Reynolds number on the heat transfer coeffi­
cient in Fig. 18 is not caused by film cooling effects but by dif­
ferences in the characteristics of the oncoming boundary 
layer. The difference in Fig. 19 between the measured and 
predicted film cooling effectiveness for the blowing rate M = 
1.96 is due to the fact that, in the present film cooling model, 
the laminar-turbulent transition is simulated immediately 
after the injection. The measurements showed, however, that 
for this blowing rate the jet penetrates into the boundary layer 
and transition occurs farther downstream. 

Laterally Averaged Profiles. Rodi et al. [17] also reported 
measurements of velocity and temperature boundary-layer 
profiles at different lateral and streamwise positions. The 
measurements were performed with hot wires and ther­
mocouples. The profiles were laterally averaged to allow a 
comparison with the predictions, and sample results are shown 
in Figs. 20 and 21 for the case 

M= 2, s/D = 3, Tu = 6 percent, Re = 1.5 x 105 

In order to demonstrate the three dimensionality of the flow, 
measured velocity profiles at the extreme lateral positions 
{z/D = 0 and z/D = 1.5) are included in Fig. 20 at a stream-
wise position of x/D = 3.3. The wall-jet nature of the 
boundary-layer profile can be seen clearly for z = 0 while the 
velocity profile at the symmetry plane between the holes shows 
Only slight deviations from the usual boundary-layer profile. 
The velocity maximum for z/D = 1.5 is at a distance from the 

lot averaged 
z /D - 0 
z / 0 = 1.5 

15 20 25 30 15 20 25 10 15 20 
U [m/sl 

Fig. 20 Calculated and measured velocity distributions at different 
streamwise positions; measurements of Rodi et al. [17] 

Fig. 21 Calculated and measured temperature distributions at dif­
ferent streamwise positions; measurements of Rodi et al. [17] 

wall, which is smaller than the wall distance of the velocity 
maximum at the position z/D = 0. This is due to the kidney 
shape of the jet cross section sketched in Fig. 1. Comparisons 
between the measured, laterally averaged, and predicted 
velocity profiles at different streamwise positions are also 
given in Fig. 20. The differences in the free-stream velocity 
may be due to the difficulty of measuring absolute values with 
a hot-wire anemometer. At x/D = 3.3, the position as well as 
the value of the maximum velocity are calculated satisfactori­
ly. However, the predicted redevelopment to an undisturbed 
boundary-layer profile is somewhat too slow. 

The corresponding profiles for the temperature are given in 
Fig. 21. Even clearer than in the case of the velocity profiles, 
the wall jet behavior and an almost unchanged temperature 
profile in the plane between the holes can be seen. Compared 
with the measurements, the predictions show a smaller 
temperature-boundary-layer thickness and a slower redevelop­
ment to a uniform temperature profile. The agreement be­
tween predictions and measurements is however good in the 
near-wall region. 

Conclusions 
A model was presented for simulating the effects of film 

cooling by a row of holes in a two-dimensional boundary-layer 
procedure. The model consists of two parts: an injection 
model, which generates boundary-layer profiles after the in­
jection region, and a dispersion model, which simulates the 
three-dimensional effects. The model was devised to cover the 
whole range of practical interest of the parameters injection 
angle, relative spacing, and blowing rate. Results were 
presented for flows over flat plates as well as for flows over 
model gas turbine blades. In general, the predicted results 
agree satisfactorily with the measurements. To appreciate this, 
one should keep in mind the distinctly different kinds of three-
dimensional flow patterns that can occur for different cooling 
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configurations. For low injection angles and high blowing 
rates, for example, the flow resulting from the injection 
behaves like a wall jet, whereas for higher injection angles a 
flow with wake character develops. Concerning the film-
cooling effectiveness, the influence of the different parameters 
is predicted correctly and the quantitative agreement is 
satisfactory apart from configurations with low blowing rate. 
For these cases, curvature effects appear to be important, 
which are not accounted for in the present model. The 
predicted heat transfer coefficients are also in satisfactory 
agreement with the measurements, but for specific configura­
tions (large relative spacings and high blowing rates), where 
the laminar-turbulent transition does not occur immediately 
after the injection, too-high heat transfer coefficients are 
predicted near the injection. 

Future work should concentrate on the inclusion of cur­
vature effects and the refinement of the transition model after 
the injection. Further, the present model should be extended 
to other film cooling configurations of practical interest such 
as film cooling with high density ratios or film cooling by 
more than one row of holes. 
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Film Cooling of a Turbine Blade 
With Injection Through Two Rows 
of Holes in the Near-Endwall 
Region 
Measurements of film cooling on a simulated turbine blade are conducted using a 
mass transfer technique. Under the influence of the endwall, dramatic changes of 
film cooling performance occur on the convex surface of the blade as compared to 
the region where the flow is two dimensional. The result is a triangular region, where 
coolant is swept away from the surface by the three-dimensional vortex-driven flow 
present between adjacent blades. In order to predict the area of this unprotected 
region, the influences of several parameters including density ratio, blowing rate, 
and number of rows of injection holes are studied. The presence of the endwall af­
fects the film cooling performance on the concave surface only slightly. 

Introduction 

To improve the performance of a gas turbine engine, the 
temperature of combustion gas entering the first-stage turbine 
has increased to as high as 1750 K, which is above the 
allowable limit for alloys presently used as turbine materials. 
An effective cooling system is required to protect the gas tur­
bine blade from high-temperature failure. Surface film cool­
ing combined with internal convection cooling and impinge­
ment cooling is widely used in the aircraft industry. A better 
understanding of this cooling system can improve the design 
of gas turbine engines. The present work focuses on film cool­
ing using a plane simulated turbine blade cascade. Particular 
attention is directed to the influence of the endwall on the 
adiabatic wall effectiveness. 

Adiabatic wall effectiveness is defined by 

Vaw (1) 

Based on the definition of the adiabatic wall temperature, the 
heat transfer is defined by 

qw = h(Tw-Tm) (2) 

Values of the heat transfer coefficient are generally close to 
those without coolant injection if the region near the injection 
holes is excluded. Close to the injection holes equations (1) 
and (2) are still valid; there, however, h must be determined, 
usually, in a separate experiment. 

In the present study a heat/mass transfer analogy is used to 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 19, 1987. Paper No. 
87-GT-196. 

investigate the film cooling effectiveness. A detailed discus­
sion on the analogy is available in [1]. A gas mixture contain­
ing a tracer is injected into the mainstream. The concentration 
of the tracer is measured in samples drawn through taps, 
which are located on the surface of a simulated blade. The 
local impermeable wall effectiveness, analogous to the 
adiabatic wall effectiveness, is defined by 

C • — C 
Viw=~p; =— (3) 

As the concentration of the tracer in the mainstream is zero, 
the impermeable wall effectiveness can be calculated from 

i\m=-
C-

(4) 

Prior studies [2, 3] of film cooling on a turbine blade were 
conducted in the central space of the blade to minimize the in­
fluence of the endwall. In these, the effect of blade-wall cur­
vature on the performance of the film cooling was reported. 
However, the spans of most turbine blades are not long com­
pared to their chord length. A recent work [4] found a close 
relation between the flow field in the endwall region and the 
film cooling. Measurements of the film cooling in a plane 
cascade showed that a passage vortex traveling from the adja­
cent blade apparently sweeps the coolant from the convex sur­
face and produces a triangular region without film cooling 
protection. 

An understanding of the flow field in the near endwall 
region is essential when conducting a study of film cooling on 
a turbine blade. Studies of the three-dimensional flow field 
within a turbine cascade passage have been described by others 
[5-8]. A review of recent investigations, including a summary 
of the currently accepted view of the flow field, is reported in 
[9]. 
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Fig. 1(a) Detail of test blade 

Fig. 1(b) Test blades 

The present work is an extension of an earlier study done 
with a single row of holes, a single blowing rate, and a single 
density ratio. Herein the effects of density ratio, two rows of 
injection holes, and blowing rate on film cooling near an end-
wall are considered. 

Experimental System and Test Conditions 

Measurements are conducted in an open-cycle, low-speed 
wind tunnel using a plane cascade of six turbine blades [2]. 
Two central blades with injection holes face each other; four 
others are solid. Figure 1(a) shows the location of the injection 
holes and sampling taps. Two staggered rows of injection 
holes inclined at an angle of 35 deg are used. The angles of 
flow inlet and outlet with respect to the blades are shown in 
Fig. 1(b). The lateral positions of each of the four rows of 
sampling taps are Z/D = 0.0, 0.5, 1.0, and 1.5, respectively. 
Each row has seven sampling taps (only three are shown on 
Fig. la) located at different downstream positions. The cen­
tral two blades can be moved in or out of the endwall using a 
positioning mechanism underneath the blades. For any single 
run, a blade is positioned at a fixed distance from the endwall 
with the lowest hole of the second row centered on the end-
wall. To assure uniform flow through each hole, the injection 
hole half embedded in the endwall is plugged. For each run, 
samples are drawn from all four rows of sampling taps. These 
represent the regions between different paired holes; that is, 
only one row of sampling taps lies inside the shaded area 
where the measurement region is. To get data for results be­
tween a given pair of holes (at fixed H/D), four different posi-
tionings of a blade are required. For a given blowing rate and 
density ratio, the blades are positioned in a dozen different 
locations to conduct a series of measurements before the two-
dimensional flow region is reached. Note that the shaded area 
only covers half the space between a given pair of holes, as the 
sampling taps were designed for a study in the central span of 
the blades where the flow is symmetric around the injection 
hole. 

The injected flow is produced by mixing refrigerant-12 or 
helium with air. Two density ratios, R = 2.0 and 0.96, are 
used. For the measurements on the convex (suction) surface, 
three blowing rates, M = 0.5, 1.0, and 1.5, are used for each 
density ratio. On the concave (pressure) surface where the end-
wall does not greatly affect the film cooling performance, only 
two test conditions—one with blowing rate of 1.38 and density 
ratio of 0.96; the other with blowing rate of 1.5 and density 
ratio of 2.0—are used. 

The velocity of the approaching flow is measured 14 cm 
upstream of the leading edge of the blades. The free stream 
has a velocity of 10.2 m/s and a turbulence intensity of 1.2 
percent. The boundary layer on the endwall is turbulent with a 
thickness 599 of 10 mm corresponding to 4.2 D; the momen­
tum thickness is 1.2 mm and the displacement thickness is 1.8 
mm. Calculating a virtual origin of the boundary layer and 
assuming growth similar to that on a flat plate, the boundary 

Nomenclature 

d\-a2 = attachment line, Fig. 2 
Cjw = concentration of foreign gas 

at impermeable wall 
C2 = concentration of foreign gas 

C„ = concentration of foreign gas 
in the mainstream 

D = diameter of injection hole 
h = heat transfer coefficient 

H = distance along blade surface 
from the endwall 

M = blowing rate = p2U2/pa,Ua> 
q„ = wall heat flow per unit time 

and area density ratio = 
P2/P00 

Re^ = Reynolds number = U„D/v 
Ssl = saddle point, Fig. 2 

Si-s2 = separation line, Fig. 2 

T = 

-* (71V 

Tr = 

Tw = 

T2 = 

U2 = 

Um = 

X = z = 

film cooling adiabatic wall 
temperature 
mainstream recovery 
temperature 
wall temperature 
temperature of secondary 
air 
mean velocity in injection 
hole 
mainstream velocity at the 
first injection hole location 
distance downstream for the 
downstream edge of second 
injection row 
transverse distance from 
center of injection hole of 

the second row to sampling 
hole 

599 = thickness of boundary layer 
where mean velocity is 99 
percent of the potential flow 
mean velocity 

i7alv = local adiabatic wall 
effectiveness 

rjlw = average impermeable wall 
effectiveness 

r/nv = local impermeable wall 
effectiveness 

v = kinematic viscosity of the 
mainstream 

p2 = density of foreign gas 
pm = density of the mainstream 
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Fig. 2 Sketch of the secondary flow near endwall between blade 
passage 

layer thicknesses at the location of the stagnation line of the 
blade would be about 6 percent larger than the values 
measured. The mainstream velocity near the injection holes of 
the first row is 17.8 m/s on the convex surface and 4.2 m/s on 
the concave surface. 

The sampled gases are analyzed using a gas chromatograph. 
The uncertainty of the measured impermeable wall effec­
tiveness is about 6 percent for values of effectiveness greater 
than 10 percent. The uncertainties in the blowing rate and den­
sity ratio are 7 and 6 percent, respectively. 

Flow Field 

Because of a strong relation between film cooling and the 
flow field, a detailed description of the flow field is essential to 
explain the results of the film cooling measurements. A sketch 
of the flow field, based on results of flow visualization [4], is 
shown in Fig. 2. The main structure is clear but, without more 
investigations, some details, especially close to the blade, are 
still ambiguous. In Fig. 2, the attachment (stagnation) line, in­
dicated by «!-«2> extends from the stagnation point on the 
blade into the mainstream. The separation line, indicated by 
Si-s2, lies in front of the leading edge of the blade. A saddle 
point, Ssl, is a singular separation point and is located at the 
intersection of the attachment line and the separation line. 
Several flow regions are bounded by these two separation lines 
and two attachment lines. When the mainstream approaches 
the leading edge of the blade, the inlet boundary layer 
separates and a horseshoe vortex is generated behind the 
separation line. After the mainstream travels into the blade 
passage, a pressure variation is produced, high pressure near 
the concave surface and low pressure near the convex surface. 
Behind the separation line, the leg of the horseshoe vortex on 
the concave side traveling downstream is driven by the 
pressure difference in the blade passage and becomes part of 
the passage vortex. The other leg of the horseshoe vortex, on 
the convex side, is confined near the blade wall and moves up 
the blade when it encounters the passage vortex from the adja­
cent blade. On the endwall, a boundary layer is driven by the 
pressure difference from the concave side to the convex side. 

Essentially, the passage vortex is formed from the concave 
side leg of the horsehoe vortex and fed from the cross flow on 
the endwall and the mainstream in the blade passage. It grows 
bigger as it travels downstream. When the passage vortex en­
counters the convex surface of the adjacent blade, it apparent-

C O N V E X SIDE 

M = 1.03 R = 1.99 Re^ = 2600 

X/D 

Fig. 3 Iso-effectiveness lines on convex surface at M = 1.03 and ft = 
1.99 

ly lifts up the convex side leg of the horseshoe vortex from that 
blade. Also, a counter vortex is generated underneath the 
passage vortex. Near the endwall, the limiting streamlines on 
the blade surfaces are not two-dimensional. On the concave 
surface, the limiting streamlines are skewed downward 
because fluid feeds into the crossflow on the endwall. On the 
convex surface, the limiting streamlines are pushed up by the 
passage vortex. Initial work on film cooling near the endwall 
[4] indicated a triangular region on the convex surface in 
which the coolant is essentially absent. 

Impermeable Wall Effectiveness 

Convex Surface. For M = 1.0 and R = 2.0, iso-
effectiveness lines of the convex surface are shown in Fig. 3. 
These lines are constructed in the measurement regions which 
start at X/D =1.88 and end at X/D = 70.93. Note that these 
measurement regions only cover the half areas between two 
adjacent injection holes. 

In the region near H/D = 30 the coolant flow appears sym­
metric around the line downstream of the injection hole 
centerlines. This can be seen from the periodicity of local ef­
fectiveness of two adjacent measurement regions, 28.5 > 
H/D > 27.0 and 31.5 > H/D > 30. Secondary flow in the 
blade passage has little effect on the film cooling performance 
at distances over 30 diameters from the endwall. 

For H/D < 30, the variation of local effectiveness of two 
adjacent measurement regions is no longer periodic. For H/D 
< 18, the local effectiveness over much of the region studied is 
under 0.1; this is discussed below. For H/D < 1.5 low effec­
tiveness results from: («) low mainstream velocity in this 
region causing a high blowing rate with coolant blown from 
the surface, and (b) plugging of the hole embedded in the 
endwall. 

Due to limited numbers of sampling taps, it is hard to deter­
mine the downstream location at which the local effectiveness 
essentially reaches zero. The locations of iso-effectiveness 
lines are calculated by interpolation and the iso-effectiveness 
lines with a value of 0.1 are somewhat questionable because of 
the difficulty in measuring very small concentrations. 

Figures 4 and 5 show spanwise-average effectiveness rjiw, as 
a function of the dimensionless distance H/D. Values of rjiw 
are determined by numerically interpolating the four local 
values measured, which represent the center of each half space 
(cf. Fig. 1 and Fig. 3) in which measurements are taken. 
Results for two density ratios are presented. Solid symbols on 
the right axis represent rjiw in the two-dimensional flow region, 
at H/D = 69. These values compare well with the results in 
[3]. The data at each downstream position (x) have a similar 
trend. As H/D decreases the average effectiveness at first 
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Fig. 4 Average effectiveness on convex surface at M - 1.03 and R = 
1.99 

X/D 

Fig. 6 Distribution range of average effectiveness on the convex sur­
face for two different density ratios, R = 0.96 and ft = 1.99 
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Fig. 5 Average effectiveness on convex surface at M = 1.07 and ft = 
0.96 

CONVEX SIDE 

Re^ = 2600 

X/D 
Fig. 7 Distribution range of average effectiveness on the convex sur­
face for three different blowing rates, M = 0.5,1.03, and 1.47 

deviates only slightly from that in the two-dimensional flow 
region. At a certain distance, marked by a plus symbol in Figs. 
4 and 5, the values of the average effectiveness start to 
decrease approximately linearly to zero. 

For each specified downstream location, the results can be 
approximated by two straight lines. One extends from the 
value in the two-dimensional flow region and is parallel to the 
horizontal axis. The slant line fits data which decrease linear­
ly with H. Both lines intersect at the location shown by a plus 
symbol, which indicates where the value of the average effec­
tiveness starts to decrease linearly. The star symbols represent 
the locations on the horizontal axis intersected by the slant 
straight lines. The region between the location of the star sym­
bol and H/D = 0 has no film cooling protection. Note that 
these plus and star symbols are not data points. 

The plus and star symbols can be mapped onto the convex 
surface of a blade. Figure 6 presents the ranges of the average 
effectiveness in the near-endwall region on the convex surface 
of a blade. Note that the location at a value of X/D = 0 is at 
the downstream edge of the injection holes of the second row. 
(For reference, the leading edge of a blade is at X/D = 
-14.5.) The star symbols (in Fig. 4 or 5) define the upper 
boundary of region C. The upper boundary of region B is 
formed by the corresponding plus symbols. The dashed line 
shows the extrapolated boundary thickness, 599, of the 
mainstream on the endwall at the leading edge of a blade. 

Region C is the unprotected area where coolant flow is 
swept away by the passage vortex from the adjacent blade and 
the suction-side portion of the ho*rseshoe vortex, which is 
moved up the blade by the same flow and pressure field that 

CONVEX SIDE 

Re*, = 2600 

X/D 
Fig. 8 Distribution range of average effectiveness on the convex sur­
face for three different blowing rates, M = 0.54, 1.07, and 1.50 

drives the passage vortex. The span of the unprotected area 
grows as the location moves toward the trailing edge because 
the passage vortex becomes bigger as it travels downstream. In 
region B, the values of the average effectiveness vanish linear­
ly to zero as measurements are conducted toward the endwall. 
In this region, the coolant flow mixes with the passage vortex 
and the suction-side leg of the horseshoe vortex but is not 
totally absent. Above region B, the performance of the film 
cooling is slightly affected by skewed streamlines and is close 
to the two-dimensional flow value at H/D = 30. 

The flow field near the endwall significantly affects the per-
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Fig. 9 Comparison of distribution range of average effectiveness be­
tween one-row injection and two-row injection 
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Fig. 11 Average effectiveness on concave surface at M = 1.5 and R = 
2.0 
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.5 

2.02 Reoo = 680 

.35 .3 

Fig. 10 Iso-effectiveness lines on concave surface at M = 1.5 and R •• 
2.0 

formance of the film cooling on the convex surface of a blade. 
The passage vortex and related flow can cause a large area of a 
blade surface to be exposed to hot gas without coolant protec­
tion. It may be helpful to add coolant to the endwall to protect 
the lower convex surface of the blade. It is however uncertain 
that the coolant so injected would be carried up by the passage 
vortex to the blade surface. It might also be desirable to add 
coolant along the blade surface downstream of the region 
where the passage vortex and suction-side horseshoe vortex 
move up from the endwall. 

The effects of some key parameters on the size of the un­
protected region were studied. Figure 6 shows the effect of the 
density ratio on boundaries between the regions. At a blowing 
rate of unity, the unprotected area is smaller with the lower 
density ratio, but the change is slight. Figures 7 and 8 show the 
effect of the blowing rate on the three regions. Results for the 
two density ratios studied are presented. A higher blowing rate 
might be expected to decrease the size of the unprotected area. 
However, the upper boundary of region B is not affected by 
the change of the blowing rate and there is very little effect on 
the lower boundary of B (upper boundary of region C) as well. 
Figure 9 shows the effect of the number of rows of injection 
holes on the regions. Results of the one-row configuration are 
from [4]. There is little difference between the two sets of 
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Fig. 12 Average effectiveness on concave surface at M = 1.38 and R 
= 0.96 
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Fig. 13 Comparison of average effectiveness at R = 0.96 between one-
row injection and two-row injection 

results in terms of the size of the regions. Outside region C, the 
values of the average effectiveness of the two-row configura­
tion are of course higher than those for one-row injection, but 
the locations of the boundaries are not very different for the 
different geometries. Thus the boundaries of the regions of 
different (relative) film cooling performance are primarily 
determined by the mainstream flow, including secondary 
flow, and are not strongly influenced by the injected flow 
itself. 

Concave Surface. For M 1.5 and R = 2.0, iso-
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effectiveness lines on the concave surface are shown in Fig. 10. 
Measurement regions start at X/D = 1.10 and end at X/D = 
38.86. Because streamlines near the concave surface are bent 
toward the endwall, periodicity between two adjacent 
measurement regions is not present close to the endwall. The 
influence of the endwall on local effectiveness can be neglected 
for H/D > 30. Values of the average effectiveness are shown 
in Figs. 11 and 12; results for two density ratios are presented. 
Values of the average effectiveness are almost independent of 
H except very close to the endwall. The presence of the end-
wall does not greatly affect the performance of the film cool­
ing on the concave surface. 

Figure 13 shows a comparison of the average effectiveness 
between one-row and two-row configurations on the concave 
surface. Although the blowing rate has a 10 percent dif­
ference, a comparison is still acceptable. As expected, effec­
tiveness wtih two-row injection is higher than that with one-
row injection. In the region H/D < 3, one might expect that 
the values of the average effectiveness should be higher than 
those of the two-dimensional flow region for two reasons. The 
first is that coolant is washed toward the endwall. The other is 
that the values of average effectiveness on the concave surface 
generally increase with a higher blowing rate excluding the 
region close to the injection hole. On Fig. 13, this higher effec­
tiveness is observed for the one-row configuration but not for 
the two-row configuration. Due to the blockage of the lowest 
hole of the second row, the region of H/D < 3 is not fully 
covered by two rows of injection holes. 

Conclusion 

The presence of the endwall has a significant effect on the 
performance of the film cooling on the convex surface of a 
blade. A triangular region where the coolant is swept from the 
convex surface has no film cooling protection at all. Moving 
away from this unprotected area, the values of the average ef­
fectiveness increase linearly from zero to a value close to that 
in the two-dimensional midspan region. The boundaries of 
these regions are only slightly changed by varying blowing 

rate, density ratio, and number of rows of injection hole. On 
the concave surface, the performance of the film cooling is not 
significantly altered by the presence of the endwall but the 
periodicity of the local effectiveness is changed due to skewing 
of the streamlines toward the endwall. 

The film cooling effectiveness is closely related to the 
mainstream flow field. The incoming flow condition and the 
geometry of the turbine blade can play important roles in af­
fecting the dimensions of the different regions of effectiveness 
variation on the convex surface. 
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Impingement Heat Transfer Within 
Arrays of Circular Jets: Part II— 
Effects of Crossflow in the 
Presence of Roughness Elements 
An experimental investigation was carried out to determine the effects of jet-induced 
crossflow on impingement heat transfer from rough surfaces. The jets impinged on 
surfaces having repeated square ribs, with transverse flow of the spent air. Two 
crossflow schemes were tested: discharge of the spent air through two opposite sides 
(intermediate crossflow) and through one side (complete or maximum crossflow) 
of the rectangular impingement surface. The rib height was fixed at 0.813 mm, while 
the pitch-to-height ratio (p/e) was varied between 6 and 10. The study covered 
standoff spacing and jet Reynolds number in the range 2 to 16 jet hole diameters and 
1300 to 21,000, respectively. Three nozzle plates, having 48, 90, and 180 square-
edged holes, were tested. For the maximum crossflow scheme, the presence of 
roughness results in small upstream reductions in heat transfer coefficient, with 
marked improvement in the downstream section; indicating that roughness elements 
can be used to compensate for the degradation that is usually associated with im­
pingement on smooth surfaces. 

Introduction 

This paper is the second part of an extensive research pro­
gram dealing with impingement heat and mass transfer from 
complex surface geometries. The investigation, presented in 
the fist paper on the effects of three different spent air exhaust 
schemes on impingement heat transfer from smooth surfaces, 
is extended here to include the influence of surface roughness. 
The problem is of interest in numerous industrial applications 
(cooling of turbine and electronic components, and some 
aspects of drying and evaporation) because many surfaces that 
must be cooled or heated are by no means smooth. 

It is well known that the presence of roughness elements can 
have profound effects on momentum, heat, and mass transfer 
characteristics in boundary layer flows. Extensive experimen­
tal and semi-empirical studies of transfer rates in roughened 
boundary layers and in ducts of circular and rectangular cross 
sections have been carried out over the past four decades, 
especially in connection with nuclear reactor applications. 
Although impingement transport phenomena have been 
studied for nearly as long, a search of the literature failed to 
reveal a study of effect of surface roughness. 

In a study supported by one figure for heat transfer, 
Sakipov et al. (1975) reported that heat transfer coefficients 
due to a single jet, discharged parallel to a transversely 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 32nd International Gas Turbine 
Conference and Exhibit, Anaheim, California, May 31-June 4, 1987. 
Manuscript received at ASME Headquarters February 19, 1987. Paper No. 
87-GT-200. 

grooved surface, was significantly higher than for a smooth 
surface under identical flow conditions. The relative pitch 
(p/e) and width (w/e) of their grooves were fixed at 4 and 2, 
respectively, with the height or depth of the grooves at 4 mm. 
The similarity between their wind tunnel flow configuration 
and that for duct flows or conventional boundary layers 
makes it clear that the results are not indicative of those that 
would prevail for normal or oblique impingement. 

It would be expected that the impingement of high velocity 
jets on a roughened surface would have a marked effect on 
heat transfer. The direction of such an effect, whether 
favorable or unfavorable, cannot be predicted easily, due to 
the complex nature of a multiple jet flow field. Even for im­
pingement on smooth surfaces, it is well known that periodic 
trends exist for impingement surface static pressure distribu­
tion, indicating large variations in surface pressure gradient; 
this is probably the most reliable quantitative flow field infor­
mation available to date. Similar variations have been 
reported for local heat transfer coefficients (Metzger et al., 
1979; Saad et al., 1980, to mention but a few), and are 
primarily the result of the crossflow pattern existing at the im­
pingement surface. With roughness elements the desired ef­
fect, at least insofar as the improvement in heat or mass 
transfer is concerned, is to bring about a significant increase in 
surface pressure gradient and turbulence for any particular 
flow situation. To effect such a marked change in surface 
pressure gradient for multiple jets would require judicious 
design and arrangement of the roughness elements, as well as 
the jet holes in a given array. 
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Fig. 1 Definition of flow schemes and geometric variables 

In the present study, the rib-roughened surfaces were the 
same as those used in a preliminary study (Obot, 1984). The 
simplified geometry consisting of transverse repeated square 
ribs was selected partly because of ease of fabrication and low 
cost, and partly because of the desire to test a well-defined 
configuration, especially since publications on the subject are 
unavailable. Instead of the single line of jets, as used in the 
aforementioned study, three different arrays of in-line jets 
were tested, the geometric configurations of which are given in 
Fig. 1. Two flow schemes (referred to as intermediate and 
complete or maximum crossflow and corresponding to 
discharge of spent air through two opposite sides and one side 
of a rectangular impingement surface, respectively) were 
tested. 

Experimental Facility and Test Procedures 

Since the test rig and experimental procedures were the same 
as described in detail elsewhere (Obot and Trabold, 1986), 
these will be briefly outlined here. Air for the experiments was 
supplied by a blower, and metered with a calibrated orifice 
prior to passing it through a 203-mm-square plenum chamber. 
Air temperature in the plenum chamber was measured using a 
chromel-constantan thermocouple. A flanged section at the 
downstream end of the plenum facilitated installation of the 
nozzle plates. The inlet and exit sections of the inline holes, 
each 3.17-mm in diameter, were square-edged. The geometric 
configurations of the three jet plates are given in Fig. 1. 

The impingement surface was a 609-mm-square plexiglass 
plate (32.5 mm thick), the central portion of which contained 

Fig. 2 Layout of rib-roughened surface 

Table 1 Dimensions of test plate segments 

Configuration 

smooth 
P/e = 6 
p/e = 8 
p/e = 10 

Streamwise Width (w) of Individual Segments of Length 204mm 
(ail dimensions in mm) 

#1 

35.0 
35.5 
34.0 
35.5 

#2 

35.0 
32.5 
31.0 
31.5 

#3 

35.0 
32.5 
31.0 
31.5 

#4 

35.0 
32.5 
31.0 
31.5 

#5 

35.0 
32.5 
31.0 
31.5 

« 

35.0 
35.5 
34.0 
35.5 

# ribs per 
plate 

none 
7 
5 
4 

an assembled heat transfer surface. The latter, a typical layout 
of which is illustrated in Fig. 2 for the roughened surface, is 
formed by cementing six aluminum plates of thickness 5.5 
mm, with a 2-3 mm width of asbestos insulation between ad­
jacent segments. The dimensions of the individual segments 
are given in Table 1. It may be noted that, although the six 
aluminum blocks that formed the smooth plate are identical, 
this is not the case for the roughened plates, as the two outer 
segments are always slightly wider than the four inner plates. 
This was necessitated by the desire to maintain, to the max­
imum extent possible, uniform rib-to-rib spacing across the 
entire assembled test plate. This was a very important tradeoff 
because, although the heat transfer trend with increasing or 
decreasing area is quite predictable, the effect of maintaining 
nonuniform pitch-to-height ratio cannot be readily assessed 
for this complex flow field. The height of the square ribs was 
fixed at 0.813 mm. The precision machining resulted in a 
uniform tolerance of ±0.05 mm. Provision was made to 
facilitate boxing in of two or three sides of the rectangular test 
plate. Details of this feature are provided in the aforemen­
tioned paper. 

The average surface temperature of each segment was deter­
mined from the readings of six chromel-alumel ther­
mocouples, installed in holes drilled from the back surface of 
the plates to within 1 mm of the surface. Since the beads at the 

N o m e n c l a t u r e 

A 

d 
e 
h 

L = 

I = 

in 
Nu 

heat transfer area, m2 Nur = 
open area = ird2 (4x„yn)~

[ 

total jet flow area, m2 Nu^ = 
jet hole diameter, m 
rib height, m Nx = 
individual plate heat transfer 
coefficient, W/m2°C Ny = 
thermal conductivity based 
on film temperature, W/m°C p = 
width of heat transfer surface Qc = 
in x direction, m Re = 
spanwise length of a test seg- TR = 
ment, m 7^ = 
air mass flow rate, kg/s 
individual plate Nusselt w = 
number hd/kr 

roughened plate mean 
Nusselt number 
smooth plate mean Nusselt 
number 
number of rows in the x 
direction 
number of rows in the y 
direction 
rib pitch, m 
convective heat transfer, W 
Reynolds number = md/Ann 
reference temperature, °C 
average temperature of 
heated surface, °C 
streamwise width of a test 
plate segment, m 

X = 

X„ = 

Y„ = 

z„ 
z„ 

location in the x direction 
along heat transfer surface 
measured from upstream end 
of plate #6, m 
jet hole spacing in the x 
direction, m 
nondimensional jet hole spac­
ing = x„/d 
spanwise jet hole spacing (y 
direction), m 
nondimensional jet hole spac­
ing = y„/d 
jet-to-surface spacing, m 
nondimensional jet-to-surface 
spacing = z„/d 
fluid viscosity, Pa»s 
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thermocouple measuring junction with the 30-gage wires were 
comparable to the size of the square ribs, none of the couples 
was located directly beneath the ribs. 

Each plate segment was individually heated with nichrome 
heaters, and separately powered with a d-c power unit. The 
electrical power input to each unit was computed from the cur­
rent and the voltage, the latter being measured directly across 
each segment. Expressed as the Nusselt number, segmental 
results were computed using the relation 

Nu = (Qcd)/(kfA)(Ts-TR) (1) 

where the convective contribution Qc is the difference between 
the total power input to a segment and the losses. A layer of 
Kaowool insulation, 25.4 mm thick, was taped to the back sur­
face of the segments with the objective of minimizing conduc­
tion losses. 

The heat losses, determined experimentally in the absence of 
flow, correspond to the electrical power required to maintain 
the segments at the same average surface temperature as in 
tests with flow. As discussed in an earlier paper (Obot and 
Trabold, 1986), the validity of this method was verified ex­
perimentally for the maximum crossflow scheme, by compar­
ing the Qc values so determined with those computed using the 
air mass flowrate, the nearly constant specific heat, and the 
temperature difference of the exiting air. Since complete 
details are provided in the aforementioned paper, these will 
not be repeated here. Suffice it to state that the differences 
between the two sets of data did not exceed 10 percent. The 
reference temperature TR in equation (1) was the average 
adiabatic wall temperature, taken at least one and a half hours 
after the establishment of the air flowrate for a run. The ap­
propriate flat area A (i.e., exclusive of the rib surface area) 
was used for computation of the results shown subsequently. 
This is of course consistent with current practice (see, for ex­
ample, Han, 1984; Han et al., 1978). It should be mentioned 
that all data were also reduced using the total heat transfer 
area (including the rib surface area) and this resulted in Nu 
values that were generally lower than the corresponding 
smooth surface data. 

For the smooth or rough surface, the adiabatic wall 
temperatures were generally highest for the plate segment 
located farthest from the exhaust, decreasing slightly to its 
lowest value at the last downstream segment. The variations 
about the mean surface temperatures for the entire plate were 
within 1°C. Also, the differences between the mean plenum 
and adiabatic wall temperature were within 1 °C, the latter be­
ing consistently the lower set. This resulted in mean heat 
transfer coefficients (averaged over the entire plate) that are 
essentially the same with the adiabatic wall or plenum 
temperature as the reference. This has been documented 
graphically (Obot and Trabold, 1986) for the smooth plate. 
The only exception to the consistent trend noted above for the 
nominal temperature difference between the plenum and the 
impingement surface occurred for Re > 15,000,2 < Z„ < 16, 
and Af = 0.0098. For these conditions, the mean plenum 
temperatures were 2-4 °C higher than the steady-state smooth 
or rough surface temperatures, the magnitudes of the segmen­
tal variations and the trend being essentially the same as noted 
above. In the present study, the mean temperature difference 
(Ts — 7^) was held close to 15°C for most of the trials. 

There are several general comments, and these deal with the 
selection and fabrication of the roughened surfaces. First, 
although the present design has a simplified geometry, the lack 
of systematic studies of impingement heat transfer from 
roughened surfaces did not justify the design and expensive 
fabrication of devices such as dimples, pedestals, or other 
three-dimensional geometries. Second, for large height of 
roughness, the inherent phenomenon of flow channeling from 
the central portion of the impingement surface toward the 
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Fig. 3 Mean Nusselt number profiles with intermediate crossflow for 
A, = 0.0098 

sidewalls of the enclosure precludes use of such a design. On 
the basis of this observation, which was the outcome of our 
exploratory studies, it would seem then that, for large height 
of roughness, the elements would be broken to provide flow 
paths around them. Although the present design is not as ex­
otic as one would wish, due to the points noted above, it 
nonetheless should provide very useful insight on the gross ef­
fects of roughness on heat transfer, many of which could well 
be expected for other roughness geometries. 

For the design of the roughened test plates, there are two 
possibilities. One would involve maintaining the same number 
of ribs on each segment for all p/e. Aside from the fact that 
this would result in significant differences in the governing 
dimensions of the segments, the results obtained with such an 
arrangement might be of limited usefulness. The alternative 
approach, one that was adopted here, was to maintain about 
the same dimensions for all segments, within the constraints 
already discussed in this section. This is the situation in many 
practical applications where the real advantage to using 
roughness elements is to increase the heat transfer area of a 
body of fixed dimensions. 

Results and Discussion 

This presentation and discussion of results, devoted ex­
clusively to examination of the effects of the various variables 
on segmental heat transfer trends instead of results averaged 
over the entire surface, is divided into two main sections. 
Typical results obtained with intermediate crossflow are 
presented first (Figs. 3-5) and briefly discussed, followed by a 
more detailed discussion of the results with complete or max­
imum crossflow (Figs. 6-12). In each figure, the abscissa is the 
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nondimensional distance, X/L, where X is the distance 
measured from the upstream surface of the sixth segment 
(Figs. 1 and 2) while L is the width of the assembled plate, ex­
clusive of the small allowances taken up by the asbestos insula­
tion. Since an assembled plate consists of six segments, each 
distribution curve is characterized by six data points, the loca­
tions of which correspond closely to the center plane of the 
plates. 

A comment prior to discussion of the results concerns the 
small differences in the flat area (exclusive of the rib area) be­
tween the smooth and roughened plates. We have already 
remarked that this was inevitable. These differences do not 
have any significant effect on the interpretation of the trends 
to be discussed. Where deviations between the smooth and 
roughened surface data are observed to occur, it will be noted 
that their magnitudes are much larger than those associated 
with variations in the flat area, and must therefore be due to 
the presence of the roughness elements. 

Mean Nusselt Numbers With Intermediate Cross-
flow. The Nu profiles with increasing jet-to-surface spacing 
(Z„) are illustrated in Figs. 3 and 4 for Af = 0.0098 and 
0.0352, respectively, while a typical effect of maintaining a 
fixed flow rate and varying the open area is shown in Fig. 5 for 
the narrowest spacing of two jet hole diameters. It is pertinent 
to note that the larger the open area, the greater the number of 
jets over a given target area. All three figures indicate a com­
mon trend, that is, the presence of roughness elements can 
cause reductions in local mean heat transfer coefficient, 
notably for relatively small spacings at which the spent air is 
merely skimming over the repeated ribs. It will also be ob­
served that, at these narrow spacings, each roughened plate 
profile, with its lowest value in the central portion, rises with 
increasing distance toward the exhaust openings to approach 
or surpass that for the smooth surface. This can be seen more 
clearly in Fig. 5. 
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For a given flowrate, since jet-induced crossflow in­
terference becomes more pronounced with increasing open 
area, as well as with increasing distance from the central por­
tion toward each exhaust opening, the A; = 0.0352 results of 
Fig. 5 provide the first indication that a combination of sur­
face roughness and crossflow might result in substantial im­
provement in heat transfer. In this regard it is especially 
noticeable that, although there are no significant differences 
between the three sets of data over the central portion, which 
is characterized by minimum crossflow, the results obtained 
with the roughness are consistently higher than those with the 
smooth surface at the downstream segments. This role of 
crossflow in the presence of roughness will become quite evi­
dent from the following presentation of the results for the 
maximum scheme. 

Mean Nusselt Numbers With Maximum Crossflow. The 
most interesting Nu trends were obtained with complete or 
maximum crossflow, and some of these are shown graphically 
in Figs. 6-12. The common basis between Figs. 6 and 7 is that 
of same mass flowrate, this being also the case for Figs. 8 and 
9. Comparison between each pair of figures provides informa­
tion on the effect of having greater number of jets over a given 
target area. To provide the reader with estimates of the 
magnitudes of the degradation and/or enhancement in heat 
transfer, an alternative representation of some of the results 
on Figs. 6-9 is given in Fig. 10, where the roughened surface 
mean Nusselt numbers have been scaled with the corre­
sponding smooth plate data. Typical trends obtained with in­
creasing Re are presented in Fig. 11, the format of presenta­
tion being the same as in Fig. 10, while a similar effect of Re is 
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shown in Fig. 12. For the purpose of comparison, the smooth 6-11. At moderate spacings in the range of Z„ between 2 and 8 
surface data for the highest Re are also included in Fig. 12. and for Re < 15,000, the general trend is one of small 

We begin the discussion by considering the effect of upstream degradation, followed by a marked downstream im-
standoff spacing Z„, the results for which are given in Figs, provement, the absolute effect being somewhat dependent on 
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open area and standoff spacing. It must not be inferred, 
however, that this is a unique feature of the present design, for 
obviously the influence of roughness on impingement heat 
transfer must depend on the cumulative effect of crossflow. 
Thus, since the upstream section experiences minimal 
crossflow interference, in sharp contrast with the prevailing 
situations downstream, it would be expected that, for any par­
ticular configuration of roughness and open area, the im­
provement in heat transfer would become more pronounced as 
one moves downstream toward the exhaust opening. This is 
verified by the present results. With increasing spacing from 
Z„ = 2, the roughened data can be significantly lower than 
those obtained with the smooth surface, depending of course 
on the open area and Re. However, for Z„ a 8, all results in­
dicate varying degrees of improvement over the smooth im­
pingement surface. 

Typical effects of open area, evident from a study of Figs. 
6-9, have been consolidated into Fig. 10. It is important to 
note that the flowrates for Re = 5000 and 20,000 with Af = 
0.0098 correspond, respectively, to those for Re = 1300 and 
5500 with Af = 0.0352. Consistent with the lack of strong 
crossflow interference for the segment located farthest from 
the exhaust opening, it will be observed that the calculated 
ratios are roughly about the same, almost independent of Re 
or Af. On the basis of these results and considering that for 
impingement on smooth surface the finding was that, the 
larger the open area, the more pronounced the downstream 
degradation in heat transfer (Obot and Trabold, 1986), it 
would seem that impingement on rough surfaces would be 
most effective with closely spaced jets in an array, especially 
when working with relatively short jet-to-surface spacings. 

Figures 11 and 12 show the effects of Reynolds number on 
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heat transfer coefficient. The results in both figures comple­
ment those already given in Fig. 10 for two Reynolds numbers 
and two values of Af, The steady upward shift in the distribu­
tion curves with a progressive increase in Re is clearly il­
lustrated in Fig. 12. The same general trend can also be 
established from comparisons of the results which are 
presented in Figs. 6 and 8 or Figs. 7 and 9. Although the 
roughened plate data can be substantially lower than those ob­
tained with the smooth surfaces (Figs. 10 and 11), the trends 
displayed here on Fig. 12 were obtained at all spacings with 
any particular nozzle plate. 

A closer examination of the maximum crossflow results 
reveals two distinct trends with increasing Reynolds number, 
the magnitudes of which do vary with Zn. At moderate Re and 
for open area both small and large, significant downstream 
enhancement in heat transfer is the dominant feature at Z„ = 
2, with some degradation as Z„ is steadily increased up to Zn 
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= 6, followed by a general improvement for Z„ > 8. At high 
Re and for spacings between Z„ = 2 and 8, it appears that 
there is no intimate contact between the developing high 
velocity flow and the heat transfer surface. This skimming of 
the flow over the ribbed surface clearly results in poor heat 
transfer performance. For large flowrates, these undesirable 
heat transfer trends can be improved by using greater number 
of jets over the target, and the magnitudes of such im­
provements are strikingly illustrated in Fig. 10. 

There is an additional comment on the effect of Reynolds 
number, and this deals with the trends which are shown on 
Fig. 11, in particular that for Z„ = 8. In this regard it should 
be noted that the ratios which are plotted here for the lowest 
and highest Re were computed from the results already 
presented in Figs. 6 and 8, those for the two intermediate Re 
values being included to provide a more complete trend with 
increasing Re. It may be noted that, whereas the trends for the 
highest and lowest Re are the same, the data for the two in­
termediate Re are similar to each other. This is clearly not the 
result of experimental error, but a reflection of the fact that, 
for any particular open area and depending of course on the 
standoff spacing, the absolute magnitudes of the effect of 
roughness increase initially with Re but drop off at high Re, in 
line with the trends that have been reported for duct flows 
(Berger and Hau, 1979). For Af = 0.0352, although results 
are presented in this paper for two Re due to the limitation of 
the air supply system, the above trend can be established from 
comparison between Fig. 7 and Fig. 9. 

The general trends that have been documented in this paper 
can be explained in terms of the pressure gradient for several 
reasons. First, the static pressure, and hence the pressure gra­
dient, is impressed on the impingement surface by both the ax­
ial velocity of the oncoming jet and the radial velocity of the 
developing wall flow. Second, the absolute effect of roughness 
depends, to a marked extent, on the nature of the pressure gra­
dient, being most pronounced in the region of a flow field with 
a favorable gradient (Schlichting, 1968). For impingement on 
smooth surfaces, mean surface pressure distributions were 
reported by Florschuetz et al. (1982) and Kercher and 
Tabakoff (1970), the results in the latter paper being of par­
ticular importance in that they establish the trend with increas­
ing Re. 

For the region farthest from the exhaust (i.e., X/L < 0.25), 
the prevailing pressure gradient (whether positive or negative 
depending on the test conditions) is vanishingly small, and the 
addition of roughness produces marginal effect on heat 
transfer. For X/L > 0.25, a favorable gradient exists such 
that its magnitude increases with distance toward the exhaust. 
As might be expected, the presence of roughness results in heat 
transfer trends that are comparable to those for pressure gra­
dient. The claim in the preceding paragraph that the improve­
ment in heat transfer increases initially with Re, as well as the 
degradation at relatively large Re, can be inferred also from 
the effect of Re on mean pressure distribution (Kercher and 
Tabakoff, 1970). 

In the present study, three values of p/e, i.e., 6, 8, and 10, 
were tested. No significant effect of this variable, similar to 
those reported for duct flows, was observed from our data. 
The conjecture is that this rather surprising finding might be 
due to the use of small ribs which result in local inter-rib flow 
pattern that is essentially independent of the number of ribs on 
a given target surface. Obviously, when the governing dimen­
sions of the roughness elements are comparable to the jet hole 
diameter, the local flow conditions along the impingement 
surface will exhibit some dependence on p/e which, in turn, 
will result in variations of heat transfer coefficient with p/e. 
Also, for such large roughness elements, the manner of im­
pingement, that is, whether the jets impinge directly on the 
elements or between them, cannot be totally ignored in assess­

ment of the role of roughness on heat transfer. However, as 
has been noted, a major drawback to using large ribs of 
similar design is that of nonuniform distribution of spent air 
due to flow channeling, and this can be minimized by using 
broken elements. 

As we have noted in the introductory section, there has been 
no investigation of impingement heat transfer from roughened 
surfaces; hence there are no data or similar observations to 
which ours can be compared. However, for a given height of 
roughness, the trend established here with increasing Re is 
qualitatively in agreement with the numerous results for duct 
flows. 

Finally, a brief discussion of the relevance of the results to 
impingement cooling of gas turbine airfoils is appropriate. For 
cooling of the midchord region with a trailing edge discharge 
of spent air, which results in a flow scheme similar to the max­
imum case considered here, typical standoff spacings of in­
terest are between one and five jet hole diameters. We have 
already noted earlier that, for impingement on smooth sur­
faces, this jet-induced crossflow results in substantial reduc­
tion in heat transfer rates in the downstream section, and that 
the magnitudes of the degradation become more pronounced 
with increasing open area and jet-to-surface spacing. 
However, with roughness elements and for a given mass flow 
rate and 1 < Z„ < 5, the fact that the higher the open area, 
the greater the improvement in heat transfer, combined with 
the marked enhancement near the exit of the channel, should 
make a combination of roughness and crossflow an attractive 
feature of future design. The speculation here is that there are, 
at least, two options that are worth considering: a smooth 
midchord section followed by a roughened trailing edge sec­
tion, as well as a combination of impingement, roughness over 
both the midchord and trailing edge sections, together with a 
superimposed cross-flowing stream. For this particular ap­
plication, as well as others involving impingement on rough 
surfaces, it can be readily appreciated that, because of the 
complex nature of the multiple jet flow field, the general 
recourse will be to establish the best design configuration 
through extensive experiments. 

Concluding Remarks 

An experimental investigation was carried out with the ob­
jective of determining the effects of jet-induced crossflow on 
impingement heat transfer from rough surfaces. The two 
crossflow schemes referred to as intermediate and complete 
(or maximum) correspond, respectively, to discharge of the 
spent air through two opposite sides and through one side of a 
rectangular impingement surface. A parametric study was 
made which included the effects of open area, jet-to-plate 
spacing, Reynolds number, and pitch-to-height ratio. 

At narrow spacings and for small open area, the roughened 
plate heat transfer coefficients with intermediate crossflow are 
generally lower than the corresponding smooth surface 
results. With an open area of 3.5 percent and moderate Re, 
some improvement in heat transfer was observed to occur, but 
only for the immediate vicinity of the two exhaust openings. 

With complete or maximum crossflow the most significant 
observations are as follows: small degradation in heat transfer 
for the upstream section which is characterized by minimum 
jet-induced crossflow, with substantial improvement in the 
downstream section. There are indications that, in the 
presence of roughness, the most effective design would be one 
that incorporates a crossflowing stream. For a given flowrate, 
the absolute effect of roughness on heat transfer depends on 
the open area and jet-to-surface spacing, both of which do 
determine the intensity of the prevailing crossflow at the im­
pingement surface. 
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